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**Abstract**—Since the discovery of Toll, in the fruit fly *Drosophila melanogaster*, as the first described pattern recognition receptor (PRR) in 1996, many families of these receptors have been discovered and characterized. PRRs play critically important roles in pathogen recognition to initiate innate immune responses that ultimately link to the generation of adaptive immunity. Activation of PRRs leads to the induction of immune and inflammatory genes, including proinflammatory cytokines and chemokines. It is increasingly clear that many PRRs are linked to a range of inflammatory, infectious, immune, and chronic degenerative diseases. Several drugs to modulate PRR activity are already in clinical trials and many more are likely to appear in the near future. Here, we review the different families of mammalian PRRs, the ligands they recognize, the mechanisms of activation, their role in disease, and the potential of targeting these proteins to develop the anti-inflammatory therapeutics of the future.

---

**I. Introduction**

In 1989, Charles Janeway, in his introduction to the Cold Spring Harbor Symposium on "Immune recognition," said that "a critical issue for future study is the analysis of microbial signals that induce second signaling capacity in antigen-presenting cells, and the receptors on antigen presenting cells that detect these microbial signals.... I term these receptors pattern recognition receptors (PRRs)" (Janeway, 1989). Many families of proteins have been confirmed or identified as PRRs, because this hypothesis was postulated to include C-type lectin-like receptors (CLRs), Toll-like receptors (TLRs), nucleotide-binding domain, leucine-rich repeat-containing receptors (NLRs), RIG-I (retinoic acid inducible gene 1)-like receptors (RLRs), and AIM2 (absent in melanoma 2)-like receptors (ALRs). Activation of PRRs generates inflammatory responses that are critical to control pathogens (Fig. 1). Roles for individual PRRs in pathogen recognition are well recognized, with many pathogens being detected by combinations of different PRRs. PRRs on antigen-presentation cells are also critical for helping to drive adaptive immune responses against pathogens.

What has become increasingly clear is that PRRs also recognize endogenous ligands from damaged tissue to drive inflammatory responses. PRRs are now thought to be linked to a range of chronic inflammatory diseases, including autoimmunity, asthma, diabetes, obesity, atherosclerosis, hypertension, and cancer, as well as playing important roles in infectious disease. Ligand-bound structures of several PRRs have been solved, allowing rational therapeutic targeting of many of these proteins. Pharmacological manipulation of PRR activity and their associated signaling pathways provides a range of therapeutic opportunities not only for adjuvants and modulating infectious disease but also for targeting many chronic inflammatory diseases that are currently managed symptomatically with drugs, such as corticosteroids, with their accompanying side effects. In this review, we will systematically describe the different families of human PRRs and discuss their links to different diseases. We finish by speculating on the prospect of future targeting of PRRs and whether this therapeutic approach might be successful in a wide range of diseases that currently have limited treatment options available.

Throughout the review we make nomenclature recommendations for the receptor families being discussed, and as such, the abbreviations used are a list of agreed-upon abbreviations. Further guidelines and nomenclature templates can be found in the Concise Guide to Pharmacology (Alexander et al., 2013) and online at http://www.guidetopharmacology.org/GRAC/FamilyDisplayForward?familyId=302.

**II. Toll-Like Receptors**

A. Toll-Like Receptors and Their Nomenclature

The first PRR to be identified was Toll in *Drosophila*, after which TLRs were rapidly identified in mammals. There are 10 TLRs in humans and they recognize different microbial- and damage-associated ligands (O’Neill and Bowie, 2007). The human TLRs, their ligands, and the signals they activate are shown in Fig. 1.

TLR4 was the first TLR identified (Medzhitov et al., 1997) and was characterized as a PRR through the study of the lipopolysaccharide (LPS)-resistant C3H/HeJ and C57BL/10ScCr mouse strains. In C3H/HeJ mice the Tlr4 gene has a single adenine to cytosine point mutation, resulting in a P712H substitution in the TIR (Toll-IL1 receptor) domain of TLR4 (Poltorak et al., 1998; Qureshi et al., 1999), conferring dominant-negative activity on TLR4 in these mice (Vogel et al., 1999). The C57BL/10ScCr strain is homozygous for a null mutation of Tlr4 (Poltorak et al., 1998). The role of TLR4 in LPS signaling was confirmed in TLR4<sup>−/−</sup> mice, which were hyporesponsive to LPS (Hoshino et al., 1999). Mutations in the human Tlr4 gene, corresponding to D299G and T399I, were shown to associate with hyporesponsiveness to inhaled LPS (Arbour et al., 2000), and expression of these mutants in vitro showed reduced activation in response to LPS (Rallabhandi et al., 2008).
To recognize LPS, TLR4 was found to require an additional protein, myeloid differentiation protein 2 (MD-2), with which it has to be associated (Shimazu et al., 1999) (Fig. 2A). Mice lacking MD-2 do not respond to LPS (Nagai et al., 2002). A number of MD-2 polymorphisms have been identified that alter LPS binding and/or activation (Hamann et al., 2004; Gu et al., 2007; Vasl et al., 2008). LPS interaction with MD-2/TLR4 involves at least two other proteins. LPS binds first to lipopolysaccharide binding protein in serum (Schumann et al., 1990) and is then transferred to CD14 (Wright et al., 1990). The major role for CD14 is to enhance the

Fig. 2. TLR and TIR-containing adaptor structures. Selected examples of dimeric structures in recognition and signaling by TLRs are shown as ribbon diagrams with space-filling shadows. (A) TLR extracellular LRR domains in rainbow scheme from blue (N terminus) to red (C terminus): TLR8 with the small molecule ligand Resiquimod (red atoms) is from PDB ID 3W3L; TLR3 with bound RNA is from PDB ID 2CIY; TLR4 with MD2 and LPS (magenta/violet ribbons; yellow/red atoms, respectively) from PDB ID 3VQ2 extended with transmembrane domains modeled from EGFR. TLR5 with Flagellin domains is from PDB ID 3V47. (B) The adaptor Myd88 is modeled from individual domains [PDB IDs 3MOP and 4DOM for its death (blue) and TIR (orange) domain, respectively], with the TIR domain directed toward the TLR TIR dimer (yellow/orange, based on the TLR10 example PDB ID 2J67). (C) The TIR domain containing adaptor MAL/TIRAP is shown as a putative TIR dimer (orange) anchored via modeled PIP2-binding motifs (gray).
sensitivity of the MD-2/TLR4 signaling complex, dropping the binding affinity for LPS to picomolar concentrations (Gioannini et al., 2004). Mice without CD14 are resistant to endotoxin shock (Haziot et al., 1996). TLR4 can also signal in a heterodimer with TLR6 in response to oxidized low density lipoprotein and amyloid-β through a process regulated by CD36 (Stewart et al., 2010).

TLR2 was originally identified as the LPS receptor (Kirschning et al., 1998; Yang et al., 1998), but the TLR2 activation by LPS was subsequently attributed to bacterial lipoprotein contamination of the LPS preparations (Lee et al., 2002; Hellman et al., 2003). TLR2 recognizes a wide range of ligands, many of which are from Gram-positive bacteria (Takeuchi et al., 1999), and it signals not as a homodimer but as a heterodimer with either TLR1, TLR6, or TLR10 (Ozinsky et al., 2000; Takeuchi et al., 2001; Hasan et al., 2005). Mice without TLR2 are hypo-responsive to Gram-positive bacterial cell wall components (Takeuchi et al., 1999). A number of single nucleotide polymorphisms (SNPs) in TLR2 have been reported in the extracellular domain (R753Q, Y715K, and Y715X) and the cytoplasmic domain (P631H) (Lorenz et al., 2000; Smirnova et al., 2003; Merx et al., 2007). Although the extracellular domain mutations result in decreased activity of TLR2 to Gram-positive bacterial ligands (Lorenz et al., 2000; Schroder et al., 2003), the genetic evidence linking these SNPs with a susceptibility to Gram-positive infections is unclear (Schroder and Schumann, 2005). Twelve SNPs in TLR1 (of these S246N, H305L, P315L, and 1602S have defective signaling) and fourteen SNPs in TLR6 have also been identified (Johnson et al., 2007). The interaction between TLR10 and TLR2 is less well studied because tlr10 is expressed in humans but not mice (Roach et al., 2005). TLR10 heterodimers recognize Gram-positive bacterial ligands and some fungal products (Guan et al., 2010). TLR2 heterodimerization probably leads to the activation of differential signaling; in particular, this seems likely for TLR2/TLR10 heterodimers (Parhat et al., 2008; Guan et al., 2010). Genetic evidence links TLR10 to infectious and immune-related diseases (Kormann et al., 2008; Mailaparambil et al., 2008; Park et al., 2011). TLR2 also cooperates with other receptors for pathogen recognition, for example cooperation between TLR2 and Dectin-1 (dendritic cell–associated C-type lectin) allows recognition of the yeast particles, such as zymosan (Brown et al., 2003; Gantner et al., 2003). C-type lectin) allows recognition of the yeast particles, many of which are involved in ligand interactions. The β-strands assemble into a large β-sheet to form the entire concave surface of the horseshoe. Most inactive or antagonist-bound TLRs usually exist in a monomeric state, taking up the characteristic horseshoe-like structure of the LRR (Song and Lee, 2012). The ligand recognition mechanisms of the TLRs vary, but agonist-bound TLRs exist as dimers with the two C termini of the extracellular domains converging in the center and the N termini facing outward to form an “m” shape. This is thought to bring the intracellular TIR signaling domains into close association to facilitate signaling (Song and Lee, 2012) (Fig. 2A).

There is wide diversity, however, in how agonists bind to TLRs. Triacylated lipoproteins, such as Pam3CSK4, bind the TLR1/TLR2 heterodimer (Jin et al., 2007). The lipid chains of Pam3CSK4 bridge the two TLRs, therefore playing a crucial role in the formation of the heterodimer. Two of the three lipid chains of Pam3CSK4 interact with a hydrophobic pocket in TLR2, and the amide-bound lipid chain lies in a hydrophobic channel within TLR1. The ligand-bound complex of TLR1 and TLR2 is stabilized by protein-protein interactions at the interface near the ligand binding pocket (Jin et al., 2007). TLR2/TLR6 binds to diacylated lipoproteins, such as Pam2CSK4, with the two ester-bound lipid chains inserting into the
same TLR2 pocket as seen in the TLR2-TLR1 triacyl lipopeptide complexes. In the TLR2/6 heterodimer the hydrophilic glycerols and peptide backbones of the lipoproteins form hydrogen bonds with amino acid residues of both TLR2 and TLR6 to stabilize the complex. The TLR2-TLR6 complex cannot bind to triacylated lipoproteins because the hydrophobic channel responsible for interaction with the amide-bound lipid chain in TLR1 is blocked by two bulky phenylalanines in TLR6 (Song and Lee, 2012). In crystallographic studies, a weak agonist form of lipoteichoic acid from Streptococcus pneumoniae binds to TLR2 but cannot crosslink to either TLR1 or TLR6 to induce heterodimerization (Kang et al., 2009).

Crystallization of LPS bound to MD-2/TLR4 showed that 5 of the LPS acyl chains are fully accommodated in MD-2 and only the sixth acyl chain is exposed to interact with TLR4. The partial exposure of the sixth acyl chain is critical for forming the dimerization interface. The LPS phosphate groups interact with the positively charged residues in TLR4, and the main dimerization face of TLR4 is between LRRs 15-17 (Park et al., 2009). A zebrafish fragment of TLR5 (up to LRR14) shows that the flagellin D1 domain drives ligand binding and dimerization of this receptor (Yoon et al., 2012). One face of D1 interacts with a large surface area of the LRRs (from LRRNT to LRR9) and, at the same time, it forms a bond with the second TLR5 molecule in the dimer bridging the two TLRs. The use of a short fragment of TLR5 in this structure means it is unclear whether the C-terminal part of the receptor contributes to dimerization or to ligand interaction, although mutagenesis experiments suggest it probably plays only a minor role (Yoon et al., 2012).

Of the endosomal TLRs, agonist-bound structures are currently available for TLR3 and TLR8 (Fig. 2A), although ligand bound TLR9 structures are present in the unreleased section of the Protein Data Bank. TLR3 exists as a monomer that, upon binding to dsRNA, forms a dimer with two RNA binding sites located in the N-terminal and C-terminal regions. The distance between the two binding sites is about two helical turns of the backbone phosphates and sugars of the ligand playing an important role in TLR3 binding at both sites. The extracellular domains of TLR7, TLR8, and TLR9 are much larger than the other TLRs consisting of 26 LRRs and they contain an insertion loop (Z-loop) of approximately 30–40 amino acids between LRR14 and LRR15. When the full-length ectodomain of human TLR8 was expressed in Drosophila melanogaster Schneider 2 cells, it was found to be cleaved at the Z-loop by an unidentified protease, but the resulting N-terminal (residues 27–455) and C-terminal (residues 456–827) fragments remained associated during purification, suggesting a strong interaction between them (Ohto et al., 2014). The extracellular domain structure of TLR8 forms more of a ring-shaped structure than the other TLRs, in which each half of the ring is produced by the N- and C-terminal fragments. This is caused by a combination of factors including several hydrogen bonds formed between the N-terminal and C-terminal domains of the protein, the latter half of the Z-loop (residues 458–481) forming an ordered structure in the concave surface of the N-terminal fragment through extensive hydrophobic interactions from LRR3 to LRR18 and the formation of a continuous β-sheet in the concave face of the ring-like structure from LRR14 in the N-terminal fragment to LRR15 in the C-terminal fragment. When synthetic TLR8 agonists, such as imidazoquinoline or thiazoquinoline, bind to the receptor they do so between the two TLR8 protomers and interact with the N-terminal LRR11–14 of one protomer and the C-terminal LRR16–18 of the other (Fig. 2A). One of the most interesting features of the TLR8 structure is that this receptor exists as a dimer in the presence or absence of a ligand. When the TLR8 dimer binds an agonist it undergoes structural rearrangement such that the ligand penetrates the dimerization interface of the unliganded dimer, which causes disruption of protomer-protomer interactions leading to complete reorganization of the dimer to bring the C termini into close proximity (Ohto et al., 2014). There is evidence to suggest that TLR9 also exists as preformed dimers (Latz et al., 2007), and it is likely, therefore, that both TLR7 and TLR9 will behave similarly to TLR8.

The ligand specificity of TLR7/8/9 raises some interesting questions about the molecular and pharmacological activation of the receptors. TLR7 and TLR8 are both stimulated by the small molecule imidazoquinolines. However, Imiquimod (3M Pharmaceuticals, St. Paul, MN) only activates TLR7, whereas the derivatives resiquimod and CL097 stimulate both TLR7 and TLR8 and the thiazoquinoline derivative CL075 only turns on TLR8 (Ohto et al., 2014). On the basis of amino acid conservation, it is believed that TLR7 and TLR8 are likely to use the same ligand binding pocket. So how does specificity happen? Structural studies of TLR8 reveal that the entrance to the pocket contains an acidic aspartic acid residue that forms stacking interactions with the aromatic ring of the ligands (Tanji et al., 2013). In TLR7, the equivalent residue is replaced by a leucine, a hydrophobic amino acid, that may well alter either, or both, the accessibility to the binding site or the stability and affinity of the receptor–ligand interaction (Ohto et al., 2014). Whether the nucleic acid ligands for TLR8 or TLR9, which differ extensively in their physical and chemical properties, use the same binding surface remains to be determined.

Ligand binding and activation of TLR3, 7, 8, and 9 are dependent on an acidic pH. TLR3 dimerization requires an acidic environment presumably because several histidines make critical bonds with the phosphate backbones of the RNA so the stability of this interaction depends on protonation of these amino acids (Liu et al., 2008). The endosomal pH is also critical for TLR 7, 8, and 9 ligand binding and receptor activity (Gibbard et al., 2006) possibly due to ssRNA and activating CpG-containing oligonucleotides forming secondary short G–C duplex
structures. These regions could change from a Watson–Crick base pairing to a Hoogsteen conformation at pH 5, allowing the protonated cytosine N3 group to make a strong electrostatic bond with the critical Asp543 in TLR8 (which is conserved as Asp534 in TLR9) (Gay et al., 2014). Several studies have suggested that cleavage of the Z-loop in TLR 7–9, through proteases including asparagine endopeptidase and cathepsin, is required for nucleic acid sensing and the proper functioning of these proteins. Some reports suggest only the C terminus of the TLRs is required for full activity, whereas others suggest that both C and N termini are required (reviewed in Ohto et al., 2014).

Currently it is unclear how coreceptors such as CD14 or CD36 fit in with the structural data. CD36 contributes to diacylglyceride recognition only at TLR2/6 (Hoebe et al., 2005). CD14 has long been known to be important for TLR4 signaling, yet how it structurally interacts with the MD-2/TLR4 complex is unclear. It may be some time before it is clear how coreceptors interact with TLR signaling complexes.

C. Activation and Signal Transduction at Toll-Like Receptors

1. Ligand Recognition at Toll-Like Receptors. The best characterized ligand for the MD-2/TLR4 complex is lipid A (the biologically active component of LPS). The lipid A domain of LPS consists of a disaccharide to which various substituents, including acyl chains of variable length and number, are attached (Raetz and Whitfield, 2002). *Escherichia coli* lipid A is usually hexa-acylated, whereas a tetra-acylated lipid A, lipid IVa, is also produced by *E. coli* as an intermediate in the lipid A biosynthetic pathway (Raetz and Whitfield, 2002). Different lipid A structures may be agonists or antagonists at the MD-2/TLR4 (Walsh et al., 2008). Subtle alterations in Lipid A structure profoundly alter its biologic activity such that a synthetic compound (hydroxymethyl)-5-phosphonooxyoxan-2-yl]-oxypropanoic acid] is an agonist, but decreasing the secondary acyl substituents, including acyl chains of variable length and number, is required. It may be some time before it is clear how coreceptors interact with TLR signaling complexes.

2. Structural Diversity of Ligands. A wide range of structurally diverse ligands are recognized by TLR2 and its associated proteins (Zahringer et al., 2008). Many of these ligands are glycolipids, lipopeptides, or glycosylphosphatidylinositol-anchored structures, for example lipoteichoic acid from Gram-positive bacteria, lipoarabinomannan from mycobacteria, and glycosylphosphatidylinositol anchored lipids from *Trypanosoma cruzi*, which, like LPS, contain a significant hydrophobic component (Zahringer et al., 2008). Well characterized ligands of TLR2 include *Mycoplasma fermentan* 2-kDa macrophage-activating lipopeptide, which interacts with TLR2/TLR6 (Takeuchi et al., 2001), triacylated lipopeptides (such as Pam3CSK4 at TLR2/TLR1), and diacylated lipids/lipopeptides (lipoteichoic acid, Pam2CSK4) (Ozinsky et al., 2000; Takeuchi et al., 2001). Like the recognition of LPS by TLR4, the number of acyl chains linked to a lipoprotein plays an important role in ligand recognition by TLR2. Other properties of lipoproteins such as the ester bonds present in the acyl chains and the nature of the amino acids are also discriminated by TLR2 heterodimers (Buwitt-Beckmann et al., 2005a,b), and some lipopeptides may be recognized by TLR2 independently of TLR1 or TLR6 (Buwitt-Beckmann et al., 2006). Lipoteichoic acid, like LPS, is a glycolipid with repeating carbohydrate units from Gram-positive bacteria, and it is also recognized by TLR2 (Morath et al., 2002).

Ligands other than lipoproteins are also recognized by TLR2. TLR2 is one of several receptors believed to be important for peptidoglycan recognition, but the structural motif in peptidoglycan recognized by TLR2 is unknown. It is possible that the peptidoglycan recognition attributed to TLR2 may be due to the peptidoglycan preparation being contaminated with lipoproteins (Zahringer et al., 2008). A range of LPS structures has also been suggested to be TLR2 ligands such as lipid A from *Porphoronas gingivalis* (Hirschfeld et al., 2001), *Leptospira interrogans* (Werts et al., 2001), and *Legionella pneumophila* (Girard et al., 2003). This remains a controversial topic. Contaminating lipoproteins in the LPS from *P. gingivalis* has been suggested to be the reason why the LPS from this bacterium can activate TLR2, but the literature on this subject remains confusing (Hashimoto et al., 2004). The molecular mechanisms underlying how ligands such as whole bacteria [for example, *Francicella tularensis* (Cole et al., 2007)] and fungal ligands [such as zymosan (Ganttner et al., 2003)] are recognized by TLR2 or TLR2/Dectin 1, respectively, are unclear.

TLR5 is the only TLR that exclusively binds protein (flagellin) and is conserved from fish to mammals (Hayashi et al., 2001; Iqbal et al., 2005; Stockhammer et al., 2008).
that contains 2′-deoxyribose phosphate backbone, the efficiency of which can be enhanced by phosphorothioate linkages or specific sequences (e.g., Cpg motifs, which are four times less abundant in mammalian DNA) (Haas et al., 2008). TLR9 recognizes dsDNA viruses, such as mouse cytomegalovirus and herpes simplex viruses (HSV) 1 and 2 (Blasius and Beutler, 2010). TLR7 recognizes guanosine- and uridine-rich ssRNA (Hemmi et al., 2002), synthetic polyuridines, imidazoquinoline derivatives, such as resiquimod (R848) and Imiquimod, and guanine analogs, such as loxoribine (Blasius and Beutler, 2010). A number of pathogens are recognized by TLR7, including ssRNA viruses [human immunodeficiency virus (HIV), influenza, and vesicular stomatitis virus], Borrelia burgdorferi, some small interfering RNAs (siRNAs), and RNA released into endolysosomes by phagosomal bacteria (Blasius and Beutler, 2010). TLR8 in humans, but not mice, recognizes a similar range of ligands to TLR7 (Jurk et al., 2002). TLR3 detects dsRNA (Alexopoulou et al., 2001) and the synthetic analog polyinosinic-polycytidylic acid (poly I:C) but recognizes a wide range of viral pathogens including dsRNA viruses (reovirus), some ssRNA viruses, including West Nile virus, RSV, and encephalomyocarditis virus and some dsDNA viruses such as HSV and mouse cytomegalovirus. This is probably due to viral replication during an infection cycle resulting in the production of dsRNA intermediates that can be sensed by TLR3, suggesting a level of redundancy in viral sensing by endosomal TLRs (Blasius and Beutler, 2010).

2. Signal Propagation at Toll-Like Receptors. TLR dimerization brings the juxtamembrane sequences at the C terminus of the two ectodomains and the TIR signaling domains into close proximity. The association of the receptor TIR domains provides a new scaffold that allows the recruitment of specific adapter proteins to form a postreceptor signaling complex. Inflammatory signaling through TLRs uses five different adapter proteins recruited in different combinations to different TLRs, allowing for tailored responses to each stimulus (O'Neill and Bowie, 2007). There are several protein kinases downstream of these adapters, notably the interleukin (IL)-1 receptor-associated kinase (IRAK) family and TBLK (TANK-binding kinase 1). These activate pathways leading to the activation of the respective transcription factors nuclear factor kB (NF-kB) and interferon response factor (IRF), which, in turn, induce various immune and inflammatory genes.

Activated TLR4 recruits two distinct adapter protein pairs, Mal/MyD88 (myeloid differentiation primary response gene 88) and TRAM (TRIF-related adapter molecule/TRIF (TIR-domain protein inducing interferon) (Figs. 1, A and B, and 2, B and C). Mal (also known as TIRAP) and TRAM (also known as TICAM2) are thought to engage directly with the receptor and to act as "bridging adapters" for the recruitment of MyDD88 and TRIF, respectively (Gay et al., 2014). Mal was thought to be required only for signaling through TLR2 and TLR4, but recent evidence suggests that it is required for endosomal as well as cell membrane TLR signaling (Bonham et al., 2014). TLR5 appears not to have a requirement for Mal and signals directly through MyDD88. Endosomal TLRs 7–9 signal through MyDD88, whereas TLR3 signals through TRIF (Gay et al., 2014). Signaling through MyDD88 is required for rapid activation of the NF-kB transcription factor and also to IRF5 and IRF7 from the endosome, resulting in the production of proinflammatory cytokines such as tumor necrosis factor (TNF)α. TRIF stimulates sustained NF-kB activation and activation of IRF3 (Gay et al., 2014). IRF3 induces expression of a distinct set of genes to NF-kB, such as interferon (IFN)β and chemokine (C-C motif) ligand 5 (O’Neill and Bowie, 2007). The molecular interactions between the TLR TIR complex and the TIRs of the adaptor proteins appear to be weak, and the precise details about how these molecular interactions occur are currently unknown (Gay et al., 2014) (Figs. 2 and 3).

The signaling complexes formed by MyDD88 and TRIF are, however, better understood. Biophysical and crystallographic work have revealed that 6–8 MyDD88 molecules form an oligomeric macromolecular platform with 4 IRAK4 and 4 IRAK 2 molecules through death domain (DD) interactions to form a MyDDosome complex (Lin et al., 2010; Gay et al., 2014) (Fig. 3). This process of MyDDosome assembly is thought to be highly allosteric. The engagement of the MyDD88 DD by IRAK-4 and IRAK-1 permits their association with each other, an interaction thought to result in IRAK-4 mediated phosphorylation of IRAK-1. This, in turn, stimulates a cascade of IRAK-1 autophosphorylation (Jain et al., 2014). The importance of phosphorylation in the assembly of the signaling complex raises interesting possibilities for the pharmacological manipulation of MyDDosome assembly. This may also be affected by the presence of tissue-specific splice variants of IRAK-1 and IRAK-4, which could also influence TLR signaling. IRAK-1 is ultimately released from the active receptor complex and, in conjunction with TRAF-6, binds to TAK (transforming growth factor-β-activated kinase)-1 binding protein 1 followed by binding of TAK-1 itself and then TAK-1 binding protein 2. This leads to the ubiquitination and degradation of IRAK-1 and ultimately activation of NF-kB-mediated proinflammatory genes.

Less information is available about the TRIF signaling platform, but it is likely a TRIFosome some forms involving an oligomeric complex of TRIF with some or all of its downstream signaling partner proteins, although the stoichiometry that these complexes may form is unknown (Lin et al., 2010; Gay et al., 2014) (Fig. 1B).
Pharmacologically the formation of oligomeric signaling platforms raises some interesting questions about how partial agonism may be achieved. For example does the stoichiometry of an oligomeric signaling complex alter or do the number of signaling complexes per cell change? Of course it remains possible that partial agonism observed in cell populations reflects binary "on/off" responses at the level of the individual cells. Improvements in single-cell analysis techniques will allow this to be resolved.

D. Toll-Like Receptor Mutations and Disease

Research on TLR-deficient mice implicated them in multiple pathologies that have subsequently been confirmed by many studies of human diseases (Table 1) (O’Neill et al., 2009; Lin et al., 2012; Netea et al., 2012). Primary immunodeficiencies are documented in patients with complete deficiencies in TLR signaling. Patients lacking MyD88-IRAK4 are very susceptible to pyogenic bacteria, whereas those with TLR3, Unc-93 homology B1, or TRIF deficiencies are hypersusceptible to herpes viruses (Sancho-Shimizu et al., 2011; Netea et al., 2012).

More subtle phenotypes are seen in patients with mutations that lead to alterations in TLR functionality. TLR4 is linked to a range of diseases, including infectious disease, atherosclerosis, asthma, allergic disease, cardiac disease, liver disease, renal disease, cancer, inflammatory bowel disease, sepsis, obesity, diabetes (type I and type II), rheumatoid arthritis, Alzheimer’s disease, Parkinson’s disease, multiple sclerosis, ischemia/reperfusion injury, and many diseases of inflammatory origin (O’Neill et al., 2009; Lin et al., 2012; Netea et al., 2012). The important roles of TLR4, and increasingly TLR2, in recognizing endogenous damage-associated ligands explain why these receptors are so important in noninfectious chronic inflammatory diseases, such cardiac dysfunction, ischemia/reperfusion injury, obesity, and central nervous system degenerative disorders.
Polymorphisms in TLR1 have been linked to leprosy and candidaemia susceptibility, whereas TLR2 mutations are associated with leprosy, tuberculosis, Borrelia, and Lyme disease susceptibility. TLR3 mutations may be linked to cardiac disease, colorectal cancer, macular degeneration, HIV-1 infection, and HSV encephalitis. TLR5 polymorphisms have been linked to susceptibility to L. pneumophila infection, systemic lupus erythematosus (SLE), and Crohn’s disease. Polymorphisms in TLR6 may be linked to responsiveness to bacillus Calmette-Guérin vaccination, asthma, aspergillosis, and cardiac disease. TLR7 mutations are linked to hepatitis C virus (HCV), HIV, and SLE. Polymorphisms in TLR8 are linked with Crimean-Congo hemorrhagic fever and tuberculosis, whereas TLR9 is linked to many inflammatory disorders including non-Hodgkin’s lymphoma, cervical cancer, lupus nephritis, and cerebral malaria. TLR10 polymorphisms may be associated with asthma and Crohn’s disease (O’Neill et al., 2009; Lin et al., 2012; Netea et al., 2012).

Interpretation of the genetic data is complicated, however. Selection pressure exerted by infectious agents should result in removal of mutations that suppress the immune response against a pathogen unless another protective advantage is conferred upon that individual (Netea et al., 2012). For example two receptor polymorphisms were originally identified in TLR4 (D299G and T399I) as decreasing responsiveness to inhaled LPS (Arbour et al., 2000). The D299G phenotype is associated with protection against mortality due to cerebral malaria, but an increased susceptibility to Gram-negative infection such that while the prevalence of this allele is high in Africa it has nearly been lost in Europe (Netea et al., 2012). For historical reasons and in recognition of the scope of the literature prior to 2008, four of the NLRs—NOD1 (nucleotide oligomerization domain) (NLRC1), NOD2 (NLRC2), class II, major histocompatibility complex, transactivator (NLRA), and NAIP (neuronal apoptosis inhibitory protein) (NLRB)—are still generally and acceptably known by their common names. As a result of this accepted nomenclature, we refer throughout to NLRP and not NALP. Even within subfamilies the functionality of the NLRs is diverse, covering biologic processes as varied as pathogen recognition, homeostatic regulation, transcriptional control, inflammatory suppression, microbiota regulation, and embryonic development. In relation to proinflammatory signaling the NLRs can be broadly split between those (NOD1 and NOD2) that activate NFκB after engagement of receptor interacting protein 2 (RIP2) (Philott et al., 2014) and those (NLRP1, NLRP3, NLRC4, NAIP) that form an inflammasome to activate caspase-1 and process the cytokine precursors pro–IL-1β and pro–IL-18 (Davis et al., 2011) (Fig. 1C).

B. Structural Biology of the Nucleotide-Binding Domain and Leucine-Rich Repeat-Containing Receptor

Structural studies of the NLR proteins are notoriously difficult because of their tendency for protein aggregation and precipitation when overexpressed or purified as either full-length receptors or isolated domains. This has hindered attempts to solve receptor structures and although much progress has been made recently, particularly with the effector domains, the levels of full-length receptor that can be purified still make structural determination at the atomic level exceptionally difficult. Consequently, there is limited structural information available for the NLR family, and this represents an area of much needed progression, particularly in relation to multidomain and full-length constructs.

Electron microscopy has been successfully used to visualize the formation of wheel-like structures, analogous to the apoptosome (Qin et al., 1999), for purified full-length NLRP1, NLRC4, and NAIP5 (Faustin et al., 2007; Halff et al., 2012). The stoichiometry of these structures varies between either 5 and 7 (NLRP1) or 11 or 12 (NLRC4/NAIP5) protomers per complex. In the past, researchers often assumed that this organizational arrangement reflects that within the inflammasome itself and have ignored the difference in size between the wheel-like structures (roughly 30 nm) and the inflammasome (about 1 μm). The recent observations using electron microscopy of helical filaments formed by inflammasome components (Baroja-Mazo et al., 2014;
Franklin et al., 2014; Lu et al., 2014) (Fig. 3D) provide a potential framework for the formation of larger molecular structures. However, they need reconciling with the super-resolution microscopy of the endogenous inflammasome, which reveals a concentric ring-like structure with an outer layer of ASC (apoptosis-associated speck-like protein containing a caspase activation and recruitment domain [CARD]), an inner NLR ring, and a central caspase ring (Man et al., 2014).

At the atomic level, structural data exist for the nucleotide-binding domain (NBD)-LRR of NLRC4 (Hu et al., 2013), the LRRs of NLRX1 (Hong et al., 2012) and NLRP1, and the effector domains of NOD1 (CARD), NLRC5 (atypical CARD), NLRP1 (CARD and pyrin domain [PYD]) (Hiller et al., 2003), and NLRP3, 4, 7, 10, 12, and 14 (all PYD) (Coussens et al., 2007; Manon et al., 2007; Srimathi et al., 2008; Pinheiro et al., 2010, 2011; Bae and Park, 2011; Eibl et al., 2012, 2014; Su et al., 2013; Jin et al., 2013; Gutte et al., 2014). Although we still await the structure of an NLR in complex with either its ligand or a downstream signaling adaptor, these structures have provided important insight into the molecular functionality of NLR signaling regulation and transduction.

The similarity of the NLR family to other NBD-LRR proteins led to the proposal that the receptors are maintained in an autoinhibited state before activation similar to that seen with apoptosis protease activating factor-1 or cell death protein-4 (Danot et al., 2009). The recent crystal structure of murine NLRC4, lacking both the CARD and residues 622–644, in the inactive conformation has confirmed, at least in the case of NLRC4, this theory (Hu et al., 2013) (Fig. 4). Consistent with the proposed models of autoinhibition, the inactive conformation is maintained through two discrete mechanisms: first, by the presence of ADP in the Walker A site of the

Table 1

<table>
<thead>
<tr>
<th>NLR Subfamily</th>
<th>Type of Effector Domain</th>
<th>Family Gene Members</th>
</tr>
</thead>
<tbody>
<tr>
<td>NLRA</td>
<td>Acidic activation domain</td>
<td>CIITA; (CIIta)</td>
</tr>
<tr>
<td>NLRB</td>
<td>Baculovirus inhibitor of apoptosis repeats</td>
<td>NAIP; (Naip1-7)</td>
</tr>
<tr>
<td>NLRC</td>
<td>Caspase activation and recruitment domain</td>
<td>NOD1, NOD2, NLR3, NLR4, NLR5 (Nod1, Nod2, Nlrc3, 4, 5)</td>
</tr>
<tr>
<td>NLRP</td>
<td>Pyrin domain</td>
<td>NLRP1,4,15 (Nlrc9, 1a-c, 2, 3, 4a-4g, 5, 6, 9a-c, 10, 12, 14</td>
</tr>
<tr>
<td>NLRX</td>
<td>Unknown domain</td>
<td>NLRX1; (Nlrx1)</td>
</tr>
</tbody>
</table>
NBD, particularly via interactions between histidine 443 and the $\beta$-phosphate of the ADP; and second, contact between helical domain (HD) 2 and the NBD facilitate the folding over of the LRRs and their subsequent interaction with the NBD (Fig. 4). Disruption of ADP binding or mutation of HD2 released NLRC4 inhibition, resulting in an autoactive receptor (Hu et al., 2013). Although it is tempting to transfer this mechanism to all NLRs, further experimentation is needed to confidently claim a unified mechanism of autoinhibition. Meanwhile the structure of the LRRs of NLRX1 led to the identification of positively charged surfaces centered around Arg669 (Fig. 4C), mutation of which disrupted binding of the RNA ligands (Hong et al., 2012). Whether the LRRs are a universal location for ligand binding by NLR proteins remains controversial. A comparison of the structure of the NLRP1 LRRs (Fig. 4D) with those of NLRX1, NLRC4, and a model of the NOD2 LRRs led the authors to propose that muramyl dipeptide (MDP), a putative NLRP1 ligand, would not bind the LRRs (Reubold et al., 2014).

The NLR effector domains play a vital role in the assembly of the multiprotein complexes required for signal transduction. As members of the DD superfamily they are involved in homotypic interactions (Fig. 3), such as NOD1 CARD:RIP2 CARD and NLRP3 PYD: ASC PYD, involving multiple interfaces in a manner likely to be analogous to that seen with the PIDDosome and MyDDosome complexes involved in caspase-2 activation and TLR signaling, respectively (Fig. 3). The structures of a range of NLR effector domains and the inflammasome forming adaptor ASC (de Alba, 2009) have been solved, enabling insight into the interactions involved in signal transduction.

The solution structure of the NOD1 CARD is a monomer (Manon et al., 2007), but the crystal structure is a dimer, stabilized by an interprotomer disulfide between Cys39 residues, in which helix 6 of one protomer swaps with helix 1 of the other (Coussens et al., 2007; Srimathi et al., 2008). Interestingly the crystal structure of the NLRP14 PYD also shows a similar process of helix swapping (Eibl et al., 2014) (Fig. 5). The physiologic relevance of NOD1 CARD dimerization has yet to be proven, but a recent study suggests an increasing propensity to form dimers results in a reduction in NOD1 signaling despite retaining the interaction with RIP2,
presumably as a result of changes in the downstream modification of RIP2 or through conformational interference in the assembly of the signaling complex (Mayle et al., 2014). NOD2 also interacts with RIP2 but possesses a tandem set of CARDs that have been shown to interact with one another by isothermal titration calorimetry (Fridh and Rittinger, 2012). The structure of the NOD2 CARDs has yet to be solved, and it will be interesting to see how their tandem nature influences the structural basis of NOD2 signaling. For example, do they adopt a similar tetrameric assembly to that recently reported for the tandem CARDs of RIG-I (Peisley et al., 2014)?

The categorization of NLRC5 as a CARD-containing receptor was controversial as structural predictions of its effector region were unable to clearly characterize a discrete domain fold within the death domain superfamily. The recent solution structure of the NLRC5 effector domain does, however, support the presence of a CARD, albeit an atypical one (Gutte et al., 2014). Specifically the NLRC5 CARD lacks the usual kink observed in α-helix 1, and α-helix 3 is replaced with an ordered loop. The functional rationale for these structural characteristics remains unknown, but it is entirely plausible that interaction with a downstream binding partner, such as a transcription factor involved in MHC I transcriptional regulation, might result in stabilization of the loop into an ordered helix. The NLRP1 PYD, which is missing in mice and may therefore not be crucial to receptor function, also lacks an ordered third helix (Hiller et al., 2003), indicating that this is not a characteristic unique to NLRC5 (Fig. 5). In fact, helix 3 in the PYDs of other NLR proteins are structurally the most variable part of the protein fold, with both the length and orientation of the helix differing between NLR PYDs (Bae and Park, 2011; Su et al., 2013). This raises the possibility that this region of the PYD is critical for mediating interaction with downstream binding partners and may help to explain the different dynamics and protein interactions present in NLR signaling. For example, studies of the PYD of murine and human NLRP10 have highlighted cross-species differences in the conformation of the helix 3 region that are proposed to account for the different behavior of murine and human NLRP10 in mediating aggregation of ASC (Su et al., 2013) (Fig. 5). The generation of helix 3 PYD chimeras would be an interesting step in the functional characterization of NLRP signaling pathways.

C. Activation and Signal Transduction in the Nucleotide-Binding Domain and Leucine-Rich Repeat-Containing Receptor Family

In a reflection of the varied functionality of the NLR family, the methods of receptor activation and the signaling pathway used are both diverse and extensive. In this review we will focus on the mechanisms that enable activation and initiation of the major proinflammatory pathways controlled by NOD1, NOD2, and the inflammasome. For further details on these and other NLR signaling pathways, we refer the reader to the following reviews (Schroder and Tschopp, 2010; Davis et al., 2011; Franchi et al., 2012; Lupfer and Kanneganti, 2013; Wen et al., 2013; Lamkanfi and Dixit, 2014; Philpott et al., 2014).

1. Activation and Signaling at Nucleotide Oligomerization Domain 1 and 2. NOD1 and NOD2 are proinflammatory NLRs activated by fragments of bacterial peptidoglycan. Specifically, NOD1 responds to γ-D-glutamyl-meso-diaminopimelic acid (ie-DAP) produced by Gram-negative and a few Gram-positive bacteria (Chamaillard et al., 2003a; Girardin et al., 2003a), whereas NOD2 responds to MDP that is found in all bacteria (Girardin et al., 2003b). NOD2 is activated by the common N-acetyl form of MDP and the N-glycolyl...
form found in mycobacteria and related Actinomycetes. Disruption of namH, the gene responsible for conversion of N-acetyl MDP to the N-glycolyl form, in Mycobacterium smegmatis resulted in a loss of NOD2-dependent TNFα secretion, which was restored upon genetic complementation with namH (Coulombe et al., 2009). This study also demonstrated that N-glycolyl MDP was both a more potent activator of NOD2 and, consistent with the immunologic efficacy of mycobacteria, produced a stronger T-cell mediated immune response as an adjuvant than N-acetyl MDP. The ability to specifically modulate NOD2 activation is an attractive proposition for enhancing vaccine adjuvant efficacy. Natural and synthetic peptidoglycan analogs and derivatives show a spectrum of efficacy dependent upon factors such as the length and cleavability of the associated glycan sequence, the precise nature of the amino acid in the first and second positions of the dipeptide, the presence and nature of chemical modifications on individual amino acids and at the N terminus, and the precise length of the tripeptide stem (Girardin et al., 2003c; Rubino et al., 2013; Wang et al., 2013).

The majority of bacteria remain extracellular, whereas NOD1 and NOD2 are cytoplasmic. Multiple complementary mechanisms have been described to explain how the ligands can come into contact with the receptors. Active import of ie-DAP and MDP through solute carrier protein 15A1 (SLC15A1; also known as peptide transporter 1) occurs in intestinal epithelial cells and macrophages (Vavricka et al., 2014; Dalmasso et al., 2010). This may have clinical relevance as upregulation of SLC15A1 expression in inflammatory bowel disease (IBD) patients has been reported (Wojtal et al., 2009). SLC15A2 (also known as peptide transporter 2), a close homolog of SLC15A1, shows more fastidious ligand selectivity. Swaan et al. (2008) used computational modeling to calculate the SLC15A2 pharmacophore and predicted that only ie-DAP and not MDP would be imported. Using primary epithelial airway cells and transfected Chinese hamster ovary cells they confirmed these predictions and demonstrated that the affinity constant for ie-DAP uptake was approximately 200 µM. The importance of the solute carrier protein transporter family in mediating NOD1 and NOD2 ligand import has been supported by the observation that release into the cytosol of MDP internalized into endosomes is dependent on the family members SLC15A3 and SLC15A4 (Lee et al., 2009; Nakamura et al., 2014). Before cytosolic release, endosomal internalization of ie-DAP and MDP, at least in a human embryonic kidney 293 cell line reconstitution system, occurs in a dynamin-dependent and caveosome-independent manner. Internalization is optimal at a pH between 5.5 and 6.0 and does not require the activity of the vacuolar ATPase complex (Lee et al., 2009). SLC15A3 and SLC15A4 also serve to provide a focal point for the formation of active signaling complexes at the endosomal membrane (Irving et al., 2014; Nakamura et al., 2014).

Entry of ie-DAP and MDP into the cytoplasm can also be mediated directly by bacteria. Shigella flexneri invasion stimulates NOD1 after the shedding of peptidoglycan during replication (Nigro et al., 2008), whereas invasion by Listeria monocytogenes is proposed to result in cytosolic peptidoglycan fragments after cleavage by the autolysins p60 and NamA (Lenz et al., 2003). Listeria minimizes the immunostimulatory impact of its peptidoglycan by deacetylation of N-acetylglicosamine residues. Deletion of the pgdA gene, which encodes a peptidoglycan N-deacetylase, served to increase NOD1 activation and impaired bacterial survival. The importance of peptidoglycan deacetylation as an immune evasion strategy was confirmed by the loss of NOD1 and NOD2 stimulatory activity after artificial deacetylation of peptidoglycan from Helicobacter pylori (Boneca et al., 2007). Peptidoglycan ligands can also be directly delivered to the cytosol as a result of the action of bacterial secretion systems or through fusion between the cell membrane and spherical fragments of bacterial membranes known as outer membrane vesicles released from Gram-negative bacteria (Kaparakis et al., 2010; Bielig et al., 2011). The H. pylori type IV secretion system, encoded on the cagPAI pathogenicity island, facilitates intracellular ligand delivery and subsequent activation of NOD1 (Viala et al., 2004).

The importance of the LRRs of NOD1 and NOD2 in ligand recognition has been demonstrated through chimeric receptors in which swapping the LRR regions of the two receptors swapped their ligand specificity (Girardin et al., 2005) and also through point mutations in the LRRs that impair receptor activation (Tanabe et al., 2004). However, whether NOD1 and NOD2 bound their activating ligands directly remained uncertain. Recent evidence suggests, albeit with certain caveats, that NOD1 and NOD2 do indeed directly sense their ligands (Monie, 2013). The first evidence of direct interaction was provided using the biophysical techniques atomic force microscopy and surface plasmon resonance to show that ie-DAP bound to immobilized commercially prepared NOD1 but that no interaction was detected between NOD1 and MDP or after removal of the NOD1 LRRs (Laroui et al., 2011). Although this provided some indication of interaction specificity and supported a critical role in ligand recognition for the LRRs of NOD1, a failure of NOD1 to interact with a wider range of small molecules would strengthen the interpretation of the data. Soon afterward two groups reported a direct interaction between NOD2 and MDP. Mo et al. (2012) used biotinylated-MDP to pull down NOD2 from cellular lysates, however, this interaction was dependent on the presence of the nucleotide-binding domain of NOD2, and an LRR-only construct was not pulled down. Rather than refuting the importance of the LRRs, this observation may reflect a need for the nucleotide-binding domain to facilitate proper folding of the NOD2 LRRs. Simultaneously, surface plasmon resonance studies reported direct binding between NOD2 and MDP (Grimes et al., 2012). Confirming the need...
for further studies to characterize the precise nature of the interaction of NOD2 with MDP, this work reported competitive binding, at nanomolar affinities, for both the agonist and antagonist stereoisomers of MDP with NOD2. This may reflect a subtle pharmacokinetic relationship between the receptor and the ligands or may be indicative of nonspecific interactions under the experimental conditions. Similar experiments will be needed testing a wider range of small molecules and MDP analogs before a firm conclusion can be made.

NOD2 was recently suggested to play an important role in the response to viral infections such as those caused by the ssRNA viruses RSV and influenza A virus and the DNA virus human cytomegalovirus (Sabbah et al., 2009; Lupfer et al., 2013; Kapoor et al., 2014). RSV or human cytomegalovirus infection upregulated NOD2 expression and resulted in IRF3 activation and IFN-\(\beta\) production (Sabbah et al., 2009; Kapoor et al., 2014), whereas lack of Nod2 led to an increased susceptibility to influenza A virus possibly through alterations in the regulation of inflammasome function (Lupfer et al., 2013). However, given the dramatic differences between MDP and potential viral ligands, further characterization of the antiviral role of NOD2 is needed to determine whether the changes in NOD2 expression are a direct, or a bystander, physiologic response.

Before ligand recognition, NOD1 and NOD2 adopt an inactive conformation in the cytosol in which interactions between the LRRs and the NBD domain are believed to lock the receptor in a closed conformation likely to be analogous to that observed in the recent crystal structure of NLRC4 (Hu et al., 2013). Both NOD1 and NOD2 are known to associate with cellular chaperones such as SGT1 (suppressor of G2 allele of Skp1), HSP70 and HSP90, which are hypothesized to play an important role in maintaining the receptors in an inactive form and to contribute to protein stability (da Silva Correia et al., 2007; Mayor et al., 2007; Lee et al., 2012c; Mohanan and Grimes, 2014). In a process dependent upon ATP binding and hydrolysis, NOD1 and NOD2 adopt an open conformation, most likely displacing the bound chaperones, undergo NBD-mediated oligomerization, and make their CARD available for interaction with downstream signaling adaptors. Disruption of either nucleotide hydrolysis or the formation of an inactive conformation, as observed by NOD2 polymorphisms connected to the inflammatory disorder Blau syndrome, results in receptor hyperactivation (Mo et al., 2012; Zurek et al., 2012; Parkhouse et al., 2014b). Recognition of ligand results in an increase in the membrane-associated fraction of NOD1 and NOD2 and precipitates the formation of a signaling competent complex (Barnich et al., 2005; McDonald et al., 2005; Lécine et al., 2007; Kufer et al., 2008; Irving et al., 2014; Mayle et al., 2014; Nakamura et al., 2014). Early studies identified the plasma membrane as the site of NOD1 and NOD2 relocalization, whereas more recent work highlights the relocalization of the receptors to the endosomal membrane. Given the multiple entry routes for the activatory ligands and the role of NOD1 and NOD2 in the induction of autophagy as a defense against bacterial infection (Cooney et al., 2010; Homer et al., 2010; Travassos et al., 2010), these locations may well dictate the downstream functionality of the receptors. It does however raise interesting, and as yet unanswered questions, about the spatial nature and timings of receptor activation and relocalization.

The primary adaptor protein recruited to both NOD1 and NOD2 is RIP2. RIP2 consists of a kinase domain and a C-terminal CARD. Originally described as a serine/threonine kinase, RIP2 has also been shown to function as a tyrosine kinase with the capability of autophosphorylating Tyr474 within its own CARD (Tigno-Aranjuez et al., 2010). The interaction between RIP2 and NOD1 and NOD2 is mediated by homotypic CARD–CARD interactions. CARDs are members of the death domain protein superfamily, which also includes the DD and the PYD. Studies of the PIDDosome, a caspase-2 activating complex formed between the DDs of receptor interacting protein-associated ICH-1/cell death protein-3 homologous protein with a death domain and PIDD, identified three different interfaces (Types I, II, and III) involved in DD interaction (Park et al., 2007). Further studies have shown that these interfaces are used across the DD superfamily (Kersse et al., 2011). In the case of NOD1 and RIP2, early studies used site-directed mutagenesis and coimmunoprecipitations to identify residues (Glu53, Asp54, Glu56) forming an acidic patch in the third helix of the NOD1 CARD and basic residues (Arg444, Arg483, Arg488) in RIP2 critical for the interaction (Manon et al., 2007). More recently, further mutagenic studies and comparative computational modeling based on the apoptosis protease activating factor 1:procaspase-9 complex (Qin et al., 1999) and the tetrameric RIP-I CARD complex (Peasley et al., 2014) have indicated that the interactions between NOD1 and RIP2 are likely to involve multiple interfaces and involve Tyr474 in the RIP2 CARD (Mayle et al., 2014).

Given the broad similarities between NOD1 and NOD2, it might be expected that they would both interact with RIP2 in the same way. However, NOD2 has two CARDs that have been shown to interact directly with a 1:1 stoichiometry and an affinity of approximately 1 \(\mu\)M as determined by isothermal titration calorimetry (Fridth and Rittinger, 2012). The association of the tandem NOD2 CARDs alters the interfaces available for interaction with RIP2, and indeed studies so far suggest that it is basic residues on NOD2 (Arg38, Arg86) and acidic residues on RIP2 (Asp461, Glu472, Glu475, Asp492) that are most important for this interaction (Fridth and Rittinger, 2012). How these differences will ultimately influence the macro-molecular signaling complexes that form after receptor activation remains to be seen.
NOD1 and NOD2 also exhibit differences in the repertoire of adaptors used and the role of nucleotide hydrolysis in the cycling of the receptor between active and inactive forms. In addition to signaling via RIP2, NOD2 can also interact with the adaptor protein CARD9, leading to upregulation of the stress kinase signaling pathways (Hsu et al., 2007), a pathway that has yet to be connected with NOD1 activation. Somewhat surprisingly the interaction between NOD2 and CARD9 is independent of the CARD domains of the two proteins; instead it involves the NOD2 NBD and the linker region between the NOD2 CARDs and NBD domain (Parkhouse et al., 2014a).

2. Activation and Signaling at the Inflammasome.

Inflammasome formation can be initiated by the NLR family members NLRP1, NLRP3, and a cooperative alliance of NLRC4 and NAIP. The inflammasome itself is a large, roughly 1-μm in diameter, multiprotein complex in which the basic composition consists of an NLR, the adaptor protein ASC, and an effector caspase such as caspase-1. The physiologic function of the inflammasome is to activate caspase-1, thereby facilitating processing and secretion of the inflammatory cytokines IL-1β and IL-18 (Fig. 1C). The activation of caspase-1 can also result in cell death via pyroptosis. Inflammasome formation can also be initiated by AIM2, and it has been reported that NLRP6, NLRP7, and NLRP12 can form inflammasomes (Wen et al., 2013). However, these latter NLRP-related observations require further verification because their physiologic function or relevance is currently unclear. This part of the review will focus on the cellular events required for activation of the NLRP1, NLRP3 and NLRC4/NAIP inflammasomes.

a. Nucleotide-binding domain and leucine-rich repeat-containing receptor containing a pyrin 1.

NLRP1 was the first functional inflammasome forming protein described (Martinon et al., 2002) and has a unique domain organization that in humans is sequentially composed of an N-terminal PYD, an NBD, a LRR, a function to find domain, and a C-terminal CARD. Mice have three poly-meric NLRP1 genes, Nlrp1a, Nlrp1b, and Nlrp1c, all of which lack the PYD. The functional implications of the different domain organization between humans and mice have yet to be fully interrogated.

It has been suggested that activation of human NLRP1 is achieved via direct interaction with the NOD2 ligand MDP (Faustin et al., 2007). However, clear physiologic confirmation of this specificity remains absent, and a recent structure of the NLRP1 LRRs suggested that MDP binding would not occur within the LRRs (Reubold et al., 2014). Work using mice lacking Nlrp1b has, however, provided definitive confirmation that murine NLRP1b is activated by the lethal toxin from Bacillus anthracis (Kovarova et al., 2012). How lethal toxin activates NLRP1b still requires full elucidation, but a number of recent works have suggested a direct role for lethal toxin-mediated cleavage of murine NLRP1b (and rat NLRP1a) near the N terminus (Hellmich et al., 2012; Levinsohn et al., 2012; Chavarria-Smith and Vance, 2013). Polymorphic and engineered variation to the identified cleavage site led to alterations in cellular sensitivity to lethal toxin and subsequent changes in NLRP1 inflammasome activation. It has also been suggested that NLRP1 undergoes spontaneous self-cleavage in the C-terminal function to find domain and that this process is required for full activation of the inflammasome (D’Osoualdo et al., 2011; Finger et al., 2012). To date similar requirements for receptor cleavage have not been described in other inflammasome-forming proteins, highlighting the diverse cellular processes that have evolved to activate caspase-1.

b. Nucleotide-binding domain and leucine-rich repeat-containing receptor containing a caspase activation and recruitment domain 4/neuronal apoptosis inhibitory protein.

NLRC4 and NAIP interact with one another to form a functional inflammasome complex. Flagellin was the first ligand shown to activate the NLRC4 inflammasome complex, and this was originally believed to be the result of direct ligand recognition by NLRC4. However, it was recently shown that the NAIP members of the NLR family provide specific ligand recognition and work in conjunction with NLRC4 to form a functional inflammasome. NAIP is present as four functional isoforms in mice (NAIP1, 2, 5, and 6) but only one in humans. Murine NAIP5 and 6 recognize bacterial flagellin (e.g., FlaA from Listeria pneumophila or FlhC from Salmonella typhimu-rium), murine NAIP2 responds to bacterial type 3 secretion system rod proteins (e.g., PrgJ from S. typhimurium), whereas murine NAIP1 and human NAIP are activated in response to the needle component of type 3 secretion systems (Lightfield et al., 2008; Kofod and Vance, 2011).

The molecular basis underlying the specifics of NAIP-mediated ligand recognition has yet to be fully elucidated. The C-terminal 35 amino acids of flagellin were initially identified as crucial for NLRC4/NAIP inflammasome activation (Lightfield et al., 2008), with subsequent work narrowing the key region to the last seven residues (Miao et al., 2010). Although the C terminus of flagellin is undisputedly crucial for NLRC4/NAIP activation, inflammasome reconstitution assays have recently indicated that the N-terminal region of flagellin, which interacts with the C-terminal portion to form the D0 motif of full-length flagella, can also induce NAIP5-NLRC4 complex formation and caspase-1–dependent cell killing (Halff et al., 2012). Consequently there may be a contextual element to flagellin recognition by NAIP5/NLRC4. This study also provided the first clear evidence that NAIP5 interacted directly with flagellin and that this interaction precipitated the formation of wheel-like complexes between NAIP5 and NLRC4 (Halff et al., 2012). The specificity of the molecular events involved in flagellin recognition by NLRC4/NAIP is aptly demonstrated by Listeria. L. monocytogenes is a poor activator.
of the NLRC4/NAIP inflammasome, and death occurs in only about 10% of infected cells. However, forcing L. monocytogenes to ectopically express the flagellin protein FlmA from L. pneumophila initiates robust activation of NLRC4/NAIP and death in around 70% of infected cells (Sauer et al., 2011a).

Sequence similarity between the C terminus of flagellin, FliC, and the PrgJ in S. typhimurium led to the discovery that the NAIP/NLRC4 inflammasome also recognized both rod protein and needle protein components of bacterial T3SSs (Malhas et al., 2002; Miao et al., 2010; Kofoid and Vance, 2011; Zhao et al., 2011; Yang et al., 2013a; Rayamajhi et al., 2013). To date the region of the NAIP protein needed for ligand recognition has not been pinpointed. Vance and colleagues (Tenthorey et al., 2014), however, used chimeras of NAIP2 and NAIP5 to implicate regions of the murine NAIP proteins encompassing both HD1 and HD2 in the specificity of ligand recognition. This would move away from the accepted role of the LRR domain in direct ligand detection as highlighted by the TLRs and NOD1/2. It may, however, suggest the involvement of more subtle molecular processes involving ligand-mediated release of the NAIP proteins from an inactive conformation permitting subsequent interaction with NLRC4 and inflammasome formation.

c. Nucleotide-binding domain and leucine-rich repeat-containing receptor containing a pyrin 3. In general activation of the NLRP3 inflammasome requires two distinct signals. Signal 1, or priming, invokes the upregulation and production of inflammasome components, such as NLRP3, and the substrate pro-IL-1β. Expression of pro-IL-18 is also upregulated by signal 1 at the mRNA, but not the protein, level (Schroder et al., 2012; Lin et al., 2014). Signal 1 is induced by NFκB signaling from receptors such as the TLRs or NOD1/2. Experimentally cells are often primed using LPS. Infectious agents do not usually require an independent priming step, because they provide ligands for both priming and the subsequent signal 2. Signal 2 results from the exposure of NLRP3 to the activating ligand, leading to cleavage of caspase-1 and the processing of pro–IL-1β and pro–IL-18 followed by secretion of the active cytokines. Currently identified activators of the NLRP3 inflammasome are diverse in both origin and chemical structure. They include endogenous and exogenous molecules, such as: ATP, uric acid, silica, cholesterol crystals, nigericin and other pore-forming proteins, viral nucleic acid, and mitochondrial DNA. In addition, cellular processes such as potassium efflux and lysosomal rupture also induce NLRP3-mediated inflammasome activation (Davis et al., 2011; Wen et al., 2013; Lamkanfi and Dixit, 2014). NLRP3 cannot plausibly bind all these activators directly and should be viewed as a general sensor of homeostatic disruption. Here we will briefly summarize some of the main theories currently underpinning NLRP3 activation, including the roles of lysosomal rupture, mitochondria, reactive oxygen species (ROS), and ionic balance.

Phagocytosis of particulate and crystalline material can result in activation of the NLRP3 inflammasome after rupture of lysosomes and the release of their contents into the cytoplasm (Cassel et al., 2008; Eisenbarth et al., 2008; Halle et al., 2008; Hornung et al., 2008; Dostert et al., 2009; Duewell et al., 2010). The lysosomal protease cathepsin B was initially proposed to mediate inflammasome activation because addition of the cathepsin B inhibitor CA-074-Me (methyl 1-[3-methyl-2-[(3-[(propylcarbamoyl)oxirane-2-carbonyl]amino)pentanoyl]pyrrolidine-2-carboxylate) causes a reduction in caspase-1 activation after lysosomal disruption (Hornung et al., 2008). However, mice lacking cathepsin B still show caspase-1 activation after exposure to the particulate and crystalline ligands uric acid, hemozoin, and alum (Dostert et al., 2009). This suggests that as with other small-molecule inhibitors, CA-074-Me may have other targets resulting in a nonspecific impact on NLRP3 activity. Although lysosomal disruption clearly has the capacity to activate NLRP3, many of the activatory ligands, including ATP and the ionophore nigericin, do not involve phagocytosis or lysosomes. Hence, this is not an overarching mechanism of NLRP3 inflammasome activation, although it may be particularly relevant for some forms of inflammation, such as those connected with neurodegeneration.

The production of ROS is a common response to cell danger and pathogen attack. Generated by many cellular components including phagosomes, mitochondria, and nicotinamide adenine dinucleotide phosphate oxidases, ROS have been a popular choice in attempts to provide a common theme to the mechanism of NLRP3 activation (Allen et al., 2009; Schroder et al., 2010; Zhou et al., 2010, 2011). It has been suggested that ROS activity upregulates the redox related protein thioredoxin-interacting protein, which subsequently interacts with and activates the NLRP3 inflammasome (Zhou et al., 2010). However this theory remains highly controversial because other researchers detect no role for thioredoxin in inflammasome activation (Zhou et al., 2010). In fact, the role of ROS in inflammasome activation may need revisiting in more general terms because of the observation that ROS inhibitors serve to block the priming and not the activation step of the NLRP3 inflammasome (Bauernfeind et al., 2011).

As well as acting as a potential source for ROS, dysfunction and perturbation of the mitochondria have been associated with NLRP3 activation. In particular, one study postulated that mitochondrial DNA functions as a direct ligand for NLRP3 (Shimada et al., 2012). However, Nakahira et al. (2011), while also identifying an important role for mitochondrial DNA in NLRP3 activation, suggested that the release of mitochondrial DNA occurs downstream of inflammasome activation. Release of the mitochondrial phospholipid cardiolipin also results in NLRP3 activation, and this has also been
suggested to act as a direct ligand for NLRP3 (Iyer et al., 2013). The precise role of the mitochondria in NLRP3 activation remains controversial (Lawlor and Vince, 2014), and it is unlikely that both, or maybe even either, mitochondrial DNA and cardiolipin act as direct NLRP3 activators. However, mitochondrial dysfunction and damage may well prove to be an important component of inflammasome activation.

A further recurring theme in NLRP3 activation is the role of ion concentration. High levels of extracellular calcium have been suggested to drive NLRP3 activation, potentially through calcium sensing G protein–coupled receptors, leading to an increase in intracellular calcium concentration (Lee et al., 2012b; Rossol et al., 2012). Similarly increased intracellular calcium concentrations, after the release from intracellular stores such as the endoplasmic reticulum, may stimulate mitochondrial damage and subsequent inflammasome activation (Murakami et al., 2012). Potassium efflux, not influx, also activates the NLRP3 inflammasome. Potassium efflux is a mediated through the formation of pores in the plasma membrane or via the activation of the P2X7 receptor. Potassium efflux, not influx, proposed that potassium efflux is the unifying process involved in all steps leading to NLRP3 inflammasome activation (Muñoz-Planillo et al., 2013). Indeed it was recently demonstrated that potassium efflux is the unifying process involved in all steps leading to NLRP3 inflammasome activation (Murakami et al., 2012). Potassium efflux is a mediated through the formation of pores in the plasma membrane or via the activation of the P2X7 purigenic receptors by ATP (Kanneganti et al., 2007; Muñoz-Planillo et al., 2009, 2013). Indeed it was recently proposed that potassium efflux is the unifying process involved in all steps leading to NLRP3 inflammasome activation (Muñoz-Planillo et al., 2013). In this work, Muñoz-Planillo et al. (2013) demonstrate that neither mitochondrial perturbation nor the production of ROS is needed for NLRP3 activation and that both high levels of extracellular calcium and the phagocytosis of crystalline material result in potassium efflux. They therefore propose that a reduction in intracellular potassium concentration is all that is required to activate the NLRP3 inflammasome. Although this fits with early models for NLRP3 inflammasome activation, extensive validation is needed to clarify whether potassium efflux is indeed a stimuli-independent inflammasome activator.

3. Post-Translational Regulation of Nucleotide-Binding Domain and Leucine-Rich Repeat-Containing Receptor Signaling. Post-translational modifications such as phosphorylation or the addition of ubiquitin are important regulators of inflammatory signaling. Although this still represents a relatively unexplored area of NLR research, it is becoming increasingly clear that posttranscriptional modifications play an important role in the control of NLR signaling. Dixit and coworkers reported phosphorylation of serine 533 in murine NLRC4, probably mediated by protein kinase C (PKC) δ, as an essential requirement for activation of the NLR4 inflammasome after infection with S. typhimurium (Qu et al., 2012). However, a more recent study from the Núñez laboratory suggests that PKCδ is dispensable for NLR4 activation by both shigella and salmonella (Suzuki et al., 2014), raising questions about the precise requirements of, or kinases involved in, NLR4 Ser533 phosphorylation. These differences may result from the different experimental systems or might represent alternative activation pathways for NLRC4. The structure of NLRC4 suggests that phosphorylated Ser533 would stabilize HD2-LRR interactions and favor a monomeric form of the receptor (Hu et al., 2013), making the mechanistic functionality of Ser533 phosphorylation unclear.

The adaptor proteins ASC and RIP2 also undergo phosphorylation during NLR signaling. ASC is phosphorylated in a spleen tyrosine kinase (SYK)- and c-Jun N-terminal kinase (JNK)–dependent manner and although both kinases appear to operate upstream of ASC, it is currently unclear whether ASC is a direct substrate for them. Phosphorylation of Tyr144 (Tyr146 in humans) in the ASC CARD was crucial for the formation of ASC specks, implying a critical role in inflammasome activation (Haral, et al., 2013). Similarly phosphorylation of Tyr474 in the RIP2 CARD is required for maximal signaling after NOD2 stimulation. In this instance, phosphorylation is mediated by the kinase domain of RIP2 itself (Tigno-Aranjuez et al., 2010). Tyr474 is also involved in the binding of RIP2 to NOD1 (Mayle et al., 2014), but the impact of phosphorylation on this interaction has yet to be determined.

Post-translational modification via both ubiquitination and deubiquitination can directly modulate NLR signaling. For example, activation of the NLRP3 inflammasome requires the action of various deubiquitinas to remove ubiquitin molecules that would inhibit formation of the inflammasome (Juliana et al., 2012; Lopez-Castejon et al., 2013; Py et al., 2013). Inflammasome activation also requires ubiquitination of ASC by the linear ubiquitin assembly complex (Rodgers et al., 2014). Whether NLR-mediated inflammasomes can be deactivated via ubiquitin-mediated pathways has yet to be resolved, but at least in the case of the AIM2 inflammasome there is evidence that ubiquitin modifications of inflammasome components can result in recruitment of p62 and inflammasome degradation in autophagosomes (Shi et al., 2012). Ubiquitination also plays a crucial role in NOD1 and NOD2 signaling. Studies of the adaptor RIP2 have revealed extensive ubiquitination by a range of E3 ligases including cellular inhibitor of apoptosis protein 1, cellular inhibitor of apoptosis protein 2, X-linked inhibitor of apoptosis protein, Pellino3, and itchy E3 ubiquitin protein ligase (Bertrand et al., 2009; Krieg et al., 2009; Tao et al., 2009; Yang et al., 2013b; Tigno-Aranjuez et al., 2013). RIP2 ubiquitination enhances NFκB and JNK-mediated signaling, except when mediated by itchy E3 ubiquitin protein ligase, in which case the JNK and mitogen-activated protein kinase (MAPK) pathways are favored. Ubiquitination modification of NOD1 and NOD2 may competitively inhibit RIP2 binding (Ver Heul et al., 2013) but also acts as a direct signal for proteosomal degradation of the receptor thereby regulating the inflammatory response (Lee et al., 2012c; Zhang et al., 2014a).
D. Nucleotide-Binding Domain and Leucine-Rich Repeat-Containing Receptor Mutations and Disease

1. Inflammatory Disorders and Nucleotide-Binding Domain and Leucine-Rich Repeat-Containing Receptor Hyperactivation. Excessive production of IL-1 is commonly associated with autoinflammatory and chronic inflammatory disorders (Zhong et al., 2013). SNPs in NLR family members have been associated with ligand-independent hyperactivation of the receptors and subsequent dysregulated secretion of IL-1α. The best characterized are the Cryopyrin-associated periodic syndromes, which can be caused by point mutations in the NBD of NLRP3 leading to receptor autoactivation. Mutations in the NBD of NOD2 also cause receptor hyperactivation and lead to development of the inflammatory disease Blau syndrome. Although drugs such as anakinra, an IL-1R antagonist, have been successfully used to treat many of these inflammatory conditions, the long-term non-specific suppression of IL-1 has negative effects, particularly in relation to protection against disease (Dinarello and van der Meer, 2013). The development of new therapeutics targeted at specific disease-associated receptors or their signaling pathways is therefore an attractive proposition.

2. Nucleotide Oligomerization Domain 2 and Susceptibility to Crohn’s Disease. Crohn’s disease is a form of IBD involving dysregulation of the intestinal microbiota that can affect anywhere in the gastrointestinal tract, although in adults it is usually restricted to the ileum of the small intestine (Van Limbergen et al., 2009). Crohn’s disease is a complex condition associated with contributory environmental and genetic factors. The first gene to be associated with Crohn’s disease was NOD2 (Hugot et al., 1996), but since then 70 additional loci have been discovered spread over 20 chromosomes (Franke et al., 2010). Within NOD2 at least 66 SNPs spread throughout the receptor have been isolated in patients with Crohn’s disease. Most are extremely rare, but three, R702W, G908R, and fs1007insC located in and around the LRR domain, are found in 81% of all Crohn’s disease cases for which NOD2 is accountable (Lesage et al., 2002). These SNPs do not confer disease phenotypes but increase the risk of Crohn’s disease developing.

Somewhat counterintuitively for a proinflammatory disorder NOD2 Crohn’s disease-associated SNPs are correlated with a loss of receptor function (Chamaillard et al., 2003b). This may result in disease via dysregulation of the intestinal microbiota because NOD2-deficient mice have increased commensal bacterial loads and are characterized by an inability to remove newly colonizing bacteria (Petnicki-Ocwieja et al., 2009; Ramanan et al., 2014). Linked with, and possibly causing the change in microbiotal balance, Paneth cells harboring NOD2 loss-of-function SNPs fail to produce normal levels of defensins (Kobayashi et al., 2005; Petnicki-Ocwieja et al., 2009; Biswas et al., 2010, 2012). NOD2 dysfunction may also alter self-tolerization and TLR2/4 crosstolerization that normally results from chronic MDP exposure (Hedl et al., 2007). Wild-type macrophages, but not those carrying the NOD2 SNP fs1007insC pretreated with MDP, exhibited reduced proinflammatory cytokine production in response to subsequent NOD2 or TLR2/TLR4 stimulation (Hedl et al., 2007). Crohn’s disease may therefore result from a failure to induce inflammatory tolerance in the intestinal tract.

Traditionally Crohn’s disease has been treated with immunomodulators in the form of nonspecific anti-inflammatory or immunosuppressive drugs with the intention of sufficiently reducing inflammation without causing prolonged or excessive immunosuppression. However, the efficacy of these drugs can be variable, long-term administration has undesirable side effects, and some patients fail to respond. As the importance of the intestinal immune response in Crohn’s disease becomes more apparent, an increasing number of approaches have been taken to modulate intestinal homeostasis using biology and drugs targeted at altering the activity and efficacy of intestinal immunity. These have included: dampening proinflammatory cytokine responses for example anti–IL-12, anti–IFN-γ, and anti–TNF-α antibodies; the use of antibiotics such as metronidazole, ciprofloxacin, and rifaxin; probiotic delivery; treatment with thiopurines and corticosteroids such as prednisone; administration of folic acid antagonists such as methotrexate; and the inhibition of cell movement (Bamias and Cominelli, 2006; Taylor and Irving, 2011). Looking forward there is interest in the possible application of stem cell based therapies, though much work remains to be done in this respect.

IV. The C-Type Lectin-Like Receptors

A. C-Type Lectin-Like Receptors and Their Nomenclature

The C-type lectin-like family is a large group of proteins (~1000 members) with a diverse range of functions. Various terms, including “C-type lectin,” “carbohydrate recognition domain” (CRD), and “C-type lectin domain”/“C-type lectin-like domain” (CTLD) are used to describe members of this superfamily. The term C-type lectin initially referred to Ca2+-dependent (C-type) carbohydrate-binding (lectin) animal proteins (Zelensky and Gready, 2005), and a compact CRD (~200 amino acids) was found to be responsible for the carbohydrate-binding activity (Weis and Drickamer, 1996). Various C-type lectin sequences were compared leading to the identification of conserved residues within the domain, thereby facilitating the further identification of CRDs in additional proteins. Some of these newly identified proteins did not bind carbohydrates or Ca2+; therefore, the more inclusive term C-type lectin-like domain was introduced to refer to this protein fold. The term C-type lectin-like is now used to describe any protein that contains a CTLD regardless of
whether it binds carbohydrate or Ca\(^{2+}\) (Zelensky and Gready, 2005).

The CLRs have been have classified into subgroups based on structural and functional characteristics (Drickamer and Fadden, 2002; Zelensky and Gready, 2005; https://www.imperial.ac.uk/animallectins/ctld/mammals/humanmousedata.html). Many of these proteins have a "C-type lectin-like domain-containing" (referred to as CLEC) name; however, they have several other "aliases" based on their expression and function. Several of these proteins recognize ligands on pathogens including fungi, viruses, bacteria, and helminths. Some of these CLRs contain a transmembrane region, whereas others are soluble (Osorio and Reis e Sousa, 2011). Because of space restrictions, we will not be able to discuss each protein in detail in this review; therefore, we will focus on select CLRs that are involved in the recognition of pathogen-associated molecular patterns and are potential drug/vaccine targets. Various CLRs have endocytic activity and they deliver their ligands to intracellular vesicles for antigen processing and presentation. This excellent "delivery system" makes these CLRs potential candidates to deliver antigen to dendritic cells (DCs) for immunotherapy. Additionally, ligands for some CLRs display potential for use as adjuvants in the development of vaccine strategies (Caminschi et al., 2009).

B. Structural Biology of the C-Type Lectin-Like Receptors

Structural data exist for the major CLRs Dectin-1, Mincle (macrophage-inducible C-type lectin), MCL (macrophage C-type lectin), DC-SIGN (dendritic cell specific intracellular adhesion molecule-3 grabbing nonintegritin), and DC-SIGNR (Feinberg et al., 2001; Brown et al., 2007; Furukawa et al., 2013). The CRDs of the closely related DC-SIGN and DC-SIGNR were solved in complex with bound pentasaccharide, which in the case of DC-SIGN resulted in the carbohydrate-mediated crosslinking of two monomers. Both receptors have an extended second alpha helix compared with other CRDs and show specificity for high-mannose N-linked oligosaccharides. The interaction between the ligand and receptor involves one of the Ca\(^{2+}\)-binding sites and unusually an internal sugar residue rather than a terminal one (Feinberg et al., 2001).

Mincle and MCL both bind the mycobacterial cord factor trehalose dimycolate (TDM) and this is reflected in the similarities of their CRDs (root mean square deviation of 1.5 Å of 124 Ca atoms). Unlike the DC-SIGNR structure the CRD of Mincle has only two Ca\(^{2+}\)-binding sites, whereas MCL only possesses one. However, ligand binding remains Ca\(^{2+}\)-dependent and is likely to be assisted by the presence of a shallow hydrophobic groove next to the likely ligand-binding site. This groove is smaller in MCL, which may account for the lower affinity of MCL for TDM binding (Furukawa et al., 2013).

The structure of the CTLD of Dectin-1 (Fig. 6) is similar to that of many other carbohydrate binding proteins but possesses a more variable long-loop region (residues 184–218 in the murine sequence) that lacks the presence of stabilizing metal ions. As with the structures of Mincle and MCL, a shallow hydrophobic groove between the side-chains of Trp221 and His223 is believed to contribute to ligand binding. Interestingly the surface of the Dectin-1 CTLD also contains an acidic groove with an as yet undetermined function (Brown et al., 2007)

C. Activation and Signal Transduction at the C-Type Lectin-Like Receptors

CLRs mediate their responses through various signaling motifs. Some CLRs associate with an immunoreceptor tyrosine-based activation motif-containing [ITAM: Yxx(L/I)x6-12Yxx(L/I)] adaptor protein, such as Fc receptor γ chain (FcγR) or DNAX-activating protein of 12 kDa, to mediate their signals, although other CLRs signal through a partial ITAM (YxxL; commonly known as hemITAM) in their cytoplasmic tail. Engagement of these CLRs results in tyrosine phosphorylation of the ITAMs/hemITAMs, and Syk is recruited and activated. The two tyrosines in a canonical ITAM provide docking sites for the two Src homology 2 domains of Syk, although it is thought that two hemITAM receptors dimerize to bring the hemITAMs in close enough proximity to facilitate binding of the two Src homology 2 domains of Syk. This leads to the initiation of a signaling cascade that can result in the...
activation of MAPK, nuclear factor of activated T cells, NFκB, and CARD9 (Osorio and Reis e Sousa, 2011; Sancho and Reis e Sousa, 2012). On the other hand, this family also contains members with inhibitory potential. Several CLR s contain an immunoreceptor tyrosine-based inhibitory motif (ITIM: S/I/V/LxYxxI/V/L), and the phosphatases SHP-1 (Src homology region 2 domain-containing phosphatase 1), SHP-2, and/or src homology 2-containing inositol phosphatase are recruited to the phosphorylated tyrosine residue within their ITIM. SHP-1, SHP-2, and src homology 2-containing inositol phosphatase then dephosphorylate downstream substrates and dampen activation. In addition, several CLR family members lack canonical signaling motifs, and they mediate their effects independently of ITAM, hemITAM, or ITIM signaling motifs (Osorio and Reis e Sousa, 2011).

1. Immunoreceptor Tyrosine-Based Activation Motif-Coupled Receptors.

a. Dendritic cell–associated C-type lectin-2. Dectin-2 is expressed on various myeloid cell types. It recognizes high mannose structures on fungal cell walls (e.g., Candida albicans, Aspergillus fumigatus) and allergens from house dust mites. Dectin-2 has a short cytoplasmic tail, which associates with the ITAM-containing FeRγ adaptor (Robinson et al., 2009). For detailed reviews on Dectin-2, please see Graham and Brown (2009) and Kerscher et al. (2013). Dectin-2 initiates various signaling pathways through this canonical ITAM, including activation of a Syk, PKCδ, and CARD9-Bcl10-MALT1 pathway that mediates cytokine production (Robinson et al., 2009; Saijo et al., 2010; Strasser et al., 2012), NLRP3 activation, and ROS production (Ritter et al., 2010; Gorjestani et al., 2011). We showed recently that the adaptor protein Linker for activation of B cells is phosphorylated downstream of Dectin-2, but not Dectin-1, and that Linker for activation of B cells can modulate pathogen-associated molecular pattern–induced β-catenin activation and subsequent cytokine and Th1 responses. β-catenin activation is induced by fungal ligands; however, whether Dectin-2 or other CLRs mediate this response is currently unknown (Orr et al., 2013). Dectin-2 signaling also involves phospholipase Cγ 2, leading to MAPK and NFκB activation and cytokine production (Gorjestani et al., 2011).

Interestingly, although another CLR, Dectin-1, was shown to activate all NFκB subunits, Dectin-2 specifically activated c-Rel downstream of MALT1 (mucosa-associated lymphoid tissue lymphoma translocation protein 1), which is essential for the production of Th17 polarizing cytokines (Gringhuis et al., 2011). In agreement with this, Dectin-2 promotes Th17 responses to C. albicans, and Dectin-2−/− and IL-17RA−/− mice are highly susceptible to infection with C. albicans (Saio et al., 2010). Recently, Dectin-2 has been shown to form heterodimers with another CLR, MCL, and these heterodimers bind C. albicans α-mannans more effectively than homodimers, resulting in potent antifungal responses. In support of this, one study found that MCL−/− mice were susceptible to C. albicans infection and they displayed reduced IL-17 production (Zhu et al., 2013), although another study did not observe any defect in MCL−/− mice in response to C. albicans infection (Graham et al., 2012), suggesting that this needs further clarification. Dectin-2 is also involved in the generation of both Th1 and Th17 responses to Candida glabrata (Ifrim et al., 2014) and it contributes to C. albicans–induced Th1 responses in collaboration with Dectin-1 (Robinson et al., 2009; Saijo et al., 2010). In addition to its role in antifungal responses, Dectin-2 also induces allergic inflammation in response to house dust mites through the production of cysteinyl leukotrienes and subsequent development of Th2 and Th17 responses (Barrett et al., 2011; Clarke et al., 2014; Norimoto et al., 2014; Parsons et al., 2014). Interestingly, Dectin-2 is also involved in regulating an autocrine IL-17 loop that controls the activation of a subset of neutrophils (Taylor et al., 2014). These data indicate that promotion/regulation of T cell responses, in particular IL-17 responses, is an important aspect of Dectin-2 signaling that could be important for vaccination strategies involving Dectin-2. Indeed, vaccine-induced immunity against various endemic mycosis in the United States requires Th17 cells, and in line with the data described here, Dectin-2 is involved in these responses. Dectin-1 and Dectin-2, but not Mincle, were required for vaccine-induced acquired immunity to Histoplasma capsulatum and Coccidioides posadasii, whereas Blastomyces dermatitidis required Dectin-2 (Wang et al., 2014).

b. Mincle. Mincle is predominantly a myeloid cell receptor with expression on some B cell subsets (Kawata et al., 2012). Mincle recognizes endogenous and exogenous ligands including Sin3A-associated protein, 130 kDa in necrotic cells, α-mannan on fungal cell walls (e.g., Malassezia, Fonsecaea, Candida), and mycobacterial cord factor, TDM. Similar to Dectin-2, Mincle associates with the ITAM-containing FeRγ adaptor and it signals through the Syk, PKCδ, and CARD9-Bcl10-MALT1 pathway, culminating in cytokine production in response to fungal pathogens (Wells et al., 2008; Yamasaki et al., 2009; Strasser et al., 2012). Mincle has been shown to relocate to the phagocytic cup, although it was not essential for phagocytosis on macrophages (Wells et al., 2008); however, a recent study on human cells provided some evidence that Mincle may be involved in phagocytosis. The authors demonstrated a reciprocal pattern of Mincle expression on monocytes and neutrophils, an inverse correlation of Mincle expression on monocytes with phagocytosis and candidacidal activity, and a correlation of Mincle expression on neutrophils with phagocytosis and candidacidal activity (Vijayan et al., 2012). In addition, a recent study showed that Mincle−/− mice were highly susceptible to infection with Klebsiella pneumoniae. They had an increased bacterial burden, exaggerated hyperinflammation, and severe lung pathology associated with a massive influx of neutrophils.
Interestingly, the Mincle−/− neutrophils showed defective phagocytosis of nonopsonized bacteria and they were unable to form extracellular traps (Sharma et al., 2014). Together, these data suggest a role for Mincle in phagocytosis, although it may be redundant in circumstances when other PRRs can compensate.

After a long search, Mincle was found to be the receptor for mycobacterial cord factor, TDM, and its synthetic analog trehalose-6,6′-dibehenate (TDB). TDM/ TDB induce the Syk-CARD9 pathway discussed above and NLRP3 activation (Schwener et al., 2013). Mincle signaling in response to TDM promotes inflammatory cytokine and nitric oxide production and granuloma formation (Ishikawa et al., 2009a). Similar to Dectin-2, Mincle was recently shown to form heterodimers with MCL on the cell surface (Lobato-Pascual et al., 2013) and MCL recognizes TDM and subsequently drives Mincle expression via the CARD9/Bc10/MALT1-NFκB pathway (Zhao et al., 2014). Mincle expression was not induced in MCL−/− mice, and TDM-induced immune responses such as granuloma formation were severely diminished in Mincle−/− and MCL−/− mice (Miyake et al., 2013). Mincle−/− mice showed decreased proinflammatory responses to mycobacteria bacillus Calmette-Guérin vaccination and increased mycobacterial loads (Behler et al., 2012, 2015; Lee et al., 2012d). In contrast, Mincle−/− mice developed a normal Th1/Th17 response to M. tuberculosis H37Rv and controlled mycobacterial growth similar to wild-type mice (Heitmann et al., 2013). These divergent results may be due to the use of different strains of M. tuberculosis, different amounts of TDM in the mycobacterial cells, or different culture conditions and further study is required to determine the role of Mincle during mycobacterial infections (Lang, 2013). In terms of vaccination strategies, TDM and TDB display potent adjuvant activity for Th1/Th17 vaccination, and this is mediated by Mincle/CARD9 signaling (Schoenen et al., 2010; Shenderov et al., 2013).

An important role for Mincle in the chronic skin infection chromoblastomycosis was recently discovered. Fonsecaea pedrosoi, a causative agent, signals through Mincle to produce TNF; however, this is not sufficient to clear the infection. Interestingly, a potential immunotherapy was highlighted in this study, as exogenous addition of a TLR ligand resulted in synergistic TNF production and led to resolution of the infection in mice (Sousa et al., 2011). This has recently translated to a marked improvement in the lesions of four patients treated with topical application of Imiquimod (3M Pharmaceuticals) (de Sousa et al., 2014). In agreement with this, coactivation of Mincle and TLR2 with TDM and Pam3CSK4 was shown to result in the synergistic induction of ROS and TNF (Lee et al., 2012d). However, a recent study showed that Fonsecaea monophora, another causative agent of chromoblastomycosis, engages Dectin-1, resulting in the activation of IRF1 and IL12A transcription. Mincle is simultaneously engaged, which induces the E3 ubiquitin ligase mouse double minute 2-dependent proteasomal-mediated degradation of IRF1, via Syk-CARD9-mediated protein kinase B signaling, thereby blocking TLR-induced IRF-1 activation and IL12A transcription in a similar manner. The differences between these studies could be due to different Fonsecaea strains or differences in Mincle expression and function between human and mice cells; however, these discrepancies need to be investigated further to determine whether it would be beneficial to target these pathways for immunotherapy and whether using Mincle ligands (TDM or TDB) as vaccine adjuvants would be beneficial or detrimental (Wevers et al., 2014).

2. hem-Immunoreceptor Tyrosine-Based Activation Motif Receptors: Dendritic Cell–Associated C-Type Lectin-1.

Dectin-1 is expressed by various myeloid cells (DCs, monocytes, macrophages) and B cells. Dectin-1 recognizes mycobacteria, an unknown endogenous ligand on T cells, and β-glucans on fungal cell walls. Several signaling pathways have been identified downstream of Dectin-1 that result in the induction of phagocytosis, cytokine and ROS production, and induction of Th1 and Th17 responses. Syk is recruited to the hemITAM of Dectin-1 (Fig. 6) and a scaffold complex of CARD9, B-cell lymphoma/leukemia 10, and MALT-1 is formed. This complex activates p65 and c-Rel, whereas NIK activation by Syk results in the subsequent activation of transcription factor RelB. Independent of Syk, Dectin-1 activates Raf-1, resulting in the phosphorylation and acetylation of p65. This complex web of activation of the different subunits of NFκB determines which cytokines will be produced. Engagement of Dectin-1 also involves phospholipase C γ 2–induced activation of MAPK, activator protein-1, and NFκB, resulting in cytokine production and Th1 and Th17 differentiation. A Dectin-1 ligand, curdlan (a β-1,3-glucan), acts as an adjuvant, resulting in the promotion of Th17 responses in vitro and in the production of Th1 and Th17 responses in vivo (LeibundGut-Landmann et al., 2007). Interestingly, Dectin-1 signaling decreases Th1 responses, thereby facilitating Th17 differentiation in response to a pulmonary infection with A. fumigatus (Rivera et al., 2011). These data demonstrate that Dectin-1 is important for cytokine production and T cell responses, and the nature of the ligand can determine which type of T cell response will occur. For more detailed reviews on these pathways, please see Geijtenbeek and Gringhuis (2009) and van den Berg et al. (2012).

Several interesting “new” signaling pathways were recently identified downstream of Dectin-1. Dectin-1 induces IRF5 activation, resulting in IFN-β production in response to C. albicans (del Fresno et al., 2013) and it induces IRF1 activation and IL12A transcription in response to F. pedrosoi (Shenderov et al., 2013). Additionally, TDM and TDB induce IRF5 activation and IL12A transcription in response to A. fumigatus and C. albicans (Rivera et al., 2011). These data demonstrate that Dectin-1 is important for cytokine production and T cell responses, and the nature of the ligand can determine which type of T cell response will occur. For more detailed reviews on these pathways, see Geijtenbeek and Gringhuis (2009) and van den Berg et al. (2012).
response to *F. monophora* (Wevers et al., 2014). Additionally, Dectin-1 activates the noncanonical caspase-8 inflammasome, independently of pathogen internalization, resulting in IL-1β transcription and processing. Dectin-1–mediated activation of the canonical NLRP3/caspase-1 inflammasome and subsequent production and processing of IL-1β requires pathogen internalization (Gringhuis et al., 2012). Dectin-1 is important for phagocytosis, phagolysosomal maturation, and cytotoxic responses (Li et al., 2011; Mansour et al., 2013; Strijbis et al., 2013; Ma et al., 2014). Dectin-1 activates macrophage-1 antigen in a pathway that involves the guanine nucleotide exchange factors Vav1 and Vav3, resulting in cytotoxic responses of neutrophils (Li et al., 2011). In macrophages, Dectin-1 interacts with Bruton’s tyrosine kinase and Vav1, and macrophages deficient in either Bruton’s tyrosine kinase, Vav1, or Dectin-1 display defective phagocytosis (Strijbis et al., 2013). These "new" pathways require further study to fully identify the signaling involved and to determine whether they are activated downstream of other CLRIs.

Dectin-1 interacts with and collaborates with several other receptors. Synergistic induction of TNF occurs in response to collaboration between Dectin-1 and TLR2 (Dennehy et al., 2008). Interestingly, a recent study showed that priming cells with *C. albicans*, acting through the Dectin-1/Raf-1 pathway, resulted in enhanced proinflammatory cytokine production in response to TLR ligands/bacteria (Ifrim et al., 2013). A Dectin-1 and Galactin-3 complex and a TLR2 and Galactin-3 complex have been identified in response to stimulation with fungal ligands, suggesting that Galactin-3 may be involved in these collaborative responses (Esteban et al., 2011). Additionally, the tetraspansins CD37 and CD63 interact with Dectin-1. CD37 can stabilize Dectin-1 expression and inhibit cytokine production; however, whether these complexes are involved in Dectin-1/TLR collaboration is currently unknown (Mantegazza et al., 2004; Meyer-Wentrup et al., 2007). Dectin-1 also induces SOCS1 production via a Src, Syk, Pyk2, MAPK pathway. SOCS1 does not affect Dectin-1 signaling but it can attenuate TLR-induced cytokine responses (Eberle and Dalpke, 2012). Dectin-1 is thus involved in a complex cross-talk with TLRs and other receptors and in determining its role in immune responses to pathogens, Dectin-1 signaling needs to be considered in the context of its interactions with other receptors.

Dectin-1 null mice were more susceptible to infections with *C. albicans*, *Pneumocystis carinii*, and *A. fumigatus*, and they displayed defects in ROS production and cytokine production (Saijo et al., 2007; Taylor et al., 2007; Gessner et al., 2012). Additionally, Dectin-1 is involved in cytokine and ROS production in vitro in response to mycobacteria (Rothfuchs et al., 2007; Shin et al., 2008); however, in vivo Dectin-1 appears to play a minor role because Dectin-1−/− mice showed a slightly decreased pulmonary bacilli burden without affecting pulmonary pathology or cytokine production (Marakalala et al., 2011). Interestingly, Dectin-1−/− mice were recently shown to display increased susceptibility to dextran sodium sulfate-induced colitis. This has been attributed to altered responses to the intestinal fungal microflora (Iliev et al., 2012). Therefore, Dectin-1 is an important PRR and Dectin-1 ligands could be used as adjuvants or Dectin-1 could be a potential target for immunotherapy. In line with this, a Dectin-1 ligand, laminarin, was recently added to a β-mannan tetanus toxoid conjugate vaccine to induce a protective response against *C. albicans*, and immunization of mice with this vaccine resulted in increased titers of *C. albicans* β-mannan antigen recognizing antibody (Lipinski et al., 2013). Another study found that delivery of influenza hemagglutinin 1 to DCs via Dectin-1 was not sufficient to induce hemagglutinin 1–specific Th17 responses, and future vaccine strategies should involve multiple signals from other PRRs to promote robust Th17 responses against pathogens (Duluc et al., 2014).

3. Immunoreceptor Tyrosine-Based Inhibitory Motif Receptors: Dendritic Cell Immune Receptor. Humans encode one dendritic cell immune receptor (DCIR) protein, whereas mice have four DCIR-like proteins. DCIR is expressed on various myeloid cells (monocytes, macrophages, DCs) and on B cells and HIV-1 infected CD4+ T cells (Meyer-Wentrup et al., 2009). DCIR binds to HIV-1, *Schistosoma mansoni* and to endogenous ligands (Bloem et al., 2014). DCIR possesses an ITIM in its cytoplasmic tail that can recruit the tyrosine phosphatases SHP-1 and SHP-2. With a chimeric receptor approach, DCIR was shown to inhibit tyrosine phosphorylation and Ca2+ mobilization upon coligation of the B-cell receptor (Kanazawa et al., 2002). In addition, DCIR engagement specifically inhibited TLR8-induced cytokine production (IL-12 and TNF) and TLR9-induced IFN-α production but not TLR2, TLR3, or TLR4-induced cytokine production. DCIR is internalized in a clathrin-dependent manner after engagement, and DCIR promotes robust antigen presentation (Meyer-Wentrup et al., 2008, 2009). DCIR surface expression is downregulated by various inflammatory stimuli, suggesting that this may be a mechanism to facilitate activation (Richard et al., 2003; Meyer-Wentrup et al., 2008).

DCIR promotes cerebral malaria infection but plays a protective role during infection with Chikungunya virus, because it limits the viral-induced inflammatory response and subsequent tissue/joint damage (Long et al., 2013; Maglinao et al., 2013). DCIR has also been implicated in autoimmune responses. *Deir*−/− mice spontaneously developed late onset sialadenitis and enthesitis, and in a model of collagen-induced arthritis, *Deir*−/− mice displayed increased cytokine production (IL-4, IL-10, and IL-17) and antibody production. This was associated with an excessively expanded DC population, and *Deir*−/− bone marrow–derived DCs displayed increased proliferation and STAT5 phosphorylation, suggesting that DCIR is
important for homeostasis (Fujikado et al., 2008). In human studies, abundant DCIR expression on a variety of immune cells has been associated with rheumatoid arthritis (Eklof et al., 2008).

One of the best studied roles for DCIR is in the capture of HIV-1. DCIR can promote trans and cis infection of CD4+ T cells and it is involved in viral replication (Lambert et al., 2008). After ligation of DCIR by HIV-1, signaling pathways involving SHP-1, SHP-2, Syk, Src kinases, PKC-α, and MAPK are activated. These signaling intermediaries were required to enhance HIV-1 binding and infection (Lambert et al., 2011). DCIR therefore represents an attractive target for HIV-1 and, based on three-dimensional modeling of the extracellular domain of DCIR, chemicals were screened to determine whether they affected HIV-1 binding and infection. From this study, two inhibitors were recently identified that reduce HIV-1 binding and propagation (Lambert et al., 2013).


a. Dendritic cell-specific intracellular cell adhesion molecule-3 grabbing nonintegrin. DC-SIGN is expressed on DC and macrophage populations. It recognizes high mannose and fucosylated proteins and it binds fungal pathogens, mycobacteria, helminthes, and viruses (Garcia-Vallejo and van Kooyk, 2013). Although the human DC-SIGN family has two members (DC-SIGN and L-SIGN), mice have eight homologs of DC-SIGN (Signr1–8), one of which is a pseudogene. DC-SIGN consists of an extracellular region and a cytoplasmic tail containing internalization motifs. Upon ligand binding, DC-SIGN is rapidly internalized to late endosomes/lysosomes, and internalized ligands are efficiently processed and presented to T cells (Engering et al., 2002). In addition to endocytosis, DC-SIGN induces intracellular signals that can modulate cytokine production. Interestingly, different signaling pathways are induced by fucose- and mannose-containing ligands. DC-SIGN associates with a scaffold complex containing lymphocyte-specific protein 1, kinase suppressor of Ras (KSR) and connector enhancer of KSR, which facilitates constitutive recruitment of Raf-1 to DC-SIGN. After ligand binding by mannose-expressing pathogens, leukemia-associated Rho guanine nucleotide exchange factor and RhoA are recruited to the DC-SIGN complex and RAF1 is activated, and the p65 subunit of NFκB is subsequently phosphorylated and acetylated. This leads to increased transcription of cytokines (IL-10, IL-12, and IL-6) after TLR4 engagement. Conversely, upon binding of fucose-containing pathogens, DC-SIGN dissociates from the KSR/connector enhancer of KSR/Raf-1 complex and enhances IL-10 production while inhibiting IL-12 and IL-6 production in a Raf-1-independent manner (Gringhuis et al., 2007, 2009). Although DC-SIGN does not induce cytokine production, it modulates cytokine production from other receptors including the TLRs through the regulation of p65 activation (Gringhuis et al., 2007, 2010). For more detailed reviews on DC-SIGN, please see Geijtenbeek and Gringhuis (2009) and Garcia-Vallejo and van Kooyk (2013).

Interestingly, DC-SIGN interaction with HIV-1 (gp120) leads to transmission of HIV-1 from DCs to T cells. HIV-1 engages TLR8, resulting in the activation of NFκB and transcription of the provirus by RNA polymerase II. Engagement of DC-SIGN results in activation of Raf-1 and phosphorylation of p65, leading to the recruitment of the transcription elongation factor pTEF-b to the HIV-1 transcription complex and subsequent generation of full-length HIV-1 transcripts (Gringhuis et al., 2010). Interestingly, DC-SIGN targeting by glycodendrimers bearing carbohydrates or glycomimetic DC-SIGN ligands led to the identification of a product that inhibits DC-SIGN-mediated infection of T cells by HIV-1 and uptake of Dengue virus by Raji cells (Varga et al., 2014).

b. C-Type lectin-like receptor mutations and disease.

In recent years, SNPs in these CLRs and their signaling proteins have been associated with various diseases, and we will discuss some of these in this next section. Several SNPs have been associated with an increased risk of developing fungal infections. One of the most studied SNPs has been the Y238X early stop mutation in Dectin-1, which results in poor expression of Dectin-1 and defective IL-17, TNF, and IL-6 production. This SNP was first described in a family who were affected by recurrent vulvovaginal candidiasis or onychomycosis (Ferwerda et al., 2009). This SNP has since been associated with susceptibility to invasive aspergillosis in stem cell transplant patients (Cunha et al., 2010) and increased oral and gastrointestinal colonization with Candida species in stem cell transplant patients (Plantinga et al., 2009); however, it does not affect the incidence of oropharyngeal candidiasis in HIV-infected patients (Rosentul et al., 2011). An association between other SNPs in Dectin-1 (rs3901533 T/T; rs7309123 G/G) and DC-SIGN (rs4804800 G; rs11465384 T; 7248637 A; 7252229 C) and an increased risk of invasive pulmonary aspergillosis infection was recently described. The authors examined 27 SNPs in a range of CLRs and associated proteins and although most of these SNPs individually did not affect risk of invasive pulmonary aspergillosis infection, interaction analysis revealed synergistic genetic effects of SNPs in Dectin-1, Dectin-2, CCL2, and CCR2 genes (Sainz et al., 2012). CARD9 is found downstream of Dectin-1 and other CLRs. A SNP resulting in an early stop codon (Q295X) in CARD9 has been identified in patients with chronic mucocutaneous candidiasis, other dermatophyte infections, and some of these patients suffered from fatal invasive candidiasis. These patients display a much lower Th17 response than healthy controls (Glocker et al., 2009).
In addition, patients with SNPs in IL-17RA and IL-17F were susceptible to chronic mucocutaneous candidiasis (Puel et al., 2011). Other SNPs that disrupt the Th17 pathway have also been associated with increased fungal infections, indicating the key importance of the CLR-CARD9-Th17 pathways during antifungal immunity. For further details on these, please see Lilic (2012).

In addition to fungal infections, SNPs in DC-SIGN have been associated with a variety of infectious diseases including HIV-1, Dengue virus, and tuberculosis. A SNP in the promoter of DC-SIGN-336T increased the risk of parenterally acquired HIV-infection, although it did not affect the risk for mucosal infection (Martin et al., 2004). The -336G allele was associated with protection against tuberculosis in a sub-Saharan African population. This variant caused downregulation of mRNA expression of DC-SIGN (Vannberg et al., 2008). Similarly the -336G allele was associated with downregulation of the symptoms of a Dengue virus infection (de Oliveira et al., 2014). In addition, a SNP at -939 demonstrated an association with tuberculosis in Indonesian populations but not in Vietnamese populations (Kobayashi et al., 2011), whereas another SNP (rs4804803) increases liver disease severity during chronic HCV infection (Ryan et al., 2010). These data demonstrate the importance of DC-SIGN during various infectious diseases.

IBD is another area of interest with regard to CLR disease association. A SNP in Dectin-1 does not affect the risk of developing colitis; however, in agreement with murine studies, it is associated with the severity of ulcerative colitis (Iliev et al., 2012). Initially, a SNP in DC-SIGN was not found to associate with ulcerative colitis or Crohn’s disease; however, upon stratification of ulcerative colitis patients by a protective HLA-DR3 allele, the SNP increased susceptibility in the HLA-DR3–positive population (Núñez et al., 2007). In addition, a CARD9 (rs10870077) SNP has also been associated with ulcerative colitis and Crohn’s disease (Zhernakova et al., 2008). These data indicate gut interactions with fungi in the gut microflora may be important for the development and/or severity of IBD.

Finally, rheumatoid arthritis (RA) is another area of interest with regard to the CLR. Recently, Dectin-2, monocyte chemoattractant protein 1, and DC-SIGN SNPs have been linked with sex-associated differences in susceptibility to rheumatoid arthritis (Cáliz et al., 2013). In addition, a SNP in DCIR (rs2377422) has been associated with RA in a Han-Chinese population (Guo et al., 2012), and DCIR expression is increased in RA, particularly in the rheumatic joint (Eklöw et al., 2008). In contrast, SNPs in Dectin-1 were not found to be associated with susceptibility or severity of RA; however, high Dectin-1 expression was observed in synovial tissue of RA patients (Plantinga et al., 2010). These data indicate that the CLRs are important during a range of diseases, and these genetic studies validate several of the in vitro or murine findings.

V. Cytoplasmic Nucleic Acid Sensors

PRRs for nucleic acids (NA) are not restricted to endosomas, where NA sensing TLRs predominate, but also exist in the cytoplasm. The intracellular NA sensors are a more recent discovery than other PRRs but have been the subject of intensive research. Foreign and self DNA, RNA, and DNA/RNA hybrids are all ligands for PRRs in the cytoplasm, and recent functional and structural details of these receptors, as well as their signaling mechanisms, has begun to unravel their importance in a range of immunologic contexts (Fujita et al., 2007; Goubau et al., 2013; Paludan and Bowie, 2013; Bhat and Fitzgerald, 2014). It is now well established that sensing of pathogen genomes and NA replication intermediates contributes to the innate immune response against viruses, bacteria, and parasites (Goubau et al., 2013; Bhat and Fitzgerald, 2014). Indeed, current dogma indicates that sensing viral genomes is essential for a robust type I IFN response to infection with either DNA or RNA viruses, indicating the importance of these PRRs in the context of pathogen sensing (Ablasser et al., 2013b; Paludan and Bowie, 2013). In addition to sensing pathogen-derived NAs, cytoplasmic PRRs can also detect and respond to mislocalized or excessive levels of self-NAs, initiating a sterile-inflammatory response (Ablasser et al., 2013b).

A. Cytoplasmic Nucleic Acid Sensors and Their Nomenclature

1. RNA Sensors. The cytoplasmic PRRs that sense RNA predominantly belong to the RLR family, which consists of three proteins: RIG-I, melanoma differentiation associated antigen 5 (MDA5), and laboratory of genetics and physiology 2 (LGP2). The RLRs are a subset of the superfamily 2 family of RNA helicases and are related to the DExD/H box helicases (Goubau et al., 2013; Bhat and Fitzgerald, 2014). Indeed, current dogma indicates that sensing viral genomes is essential for a robust type I IFN response to infection with either DNA or RNA viruses, indicating the importance of these PRRs in the context of pathogen sensing (Ablasser et al., 2013b; Paludan and Bowie, 2013). The RLRs are essential for host defense against many pathogens and can sense dsRNA from various sources to carry out their function (Fujita et al., 2007).

RIG-I has also been suggested to function as a component of an inflammasome that can initiate caspase-dependent cleavage of IL-1β in response to cytoplasmic RNA (Poock et al., 2010), although this role has subsequently also been ascribed to both NLRP3 and a member of the DExD/H box helicase family, DHX (DEAH (Asp-Glu-Ala-His) box polypeptide) 33 (Mitoma et al., 2013). Extending the function of DExD/H box helicases in RNA sensing is a further report describing a complex of three such proteins, DDX (DEAD (Asp-Glu-Ala-Asp)
box helicase) 1, DDX21, and DHX36, that may function to activate IFN-I in response to cytoplasmic RNA in a cell specific manner (Zhang et al., 2011b).

2. DNA Sensors. The nomenclature of DNA sensors is complicated by the existence of many different candidate PRRs. Two of these proteins belong to the ALR family and are expressed from a specific gene locus encoding the pyrin and HIN (hemopoietic expression, interferon-inducibility, nuclear localization) domain-containing family of genes, so named as they contain a DNA-binding HIN domain and a PYD to mediate homotypic protein–protein interactions. AIM2, the eponymous member of the ALRs, binds intracellular DNA and forms an inflammasome to drive IL-1β cleavage and secretion (Bürckstümmer et al., 2009; Fernandes-Alnemri et al., 2009; Hornung et al., 2009; Roberts et al., 2009). A second ALR, γ-interferon–inducible protein 16 (IFI16), also binds intracellular DNA but then activates IFN-I production via IRF3 and NFκB (Unterholzner et al., 2010).

DNA-dependent activator of interferons (DAI) was among the first candidate DNA sensing PRRs (Takaoka et al., 2007). DAI is not an ALR but is alternatively named Z-DNA binding protein 1 as it contains a Z-DNA binding domain, although its exact function remains controversial (Ishii et al., 2008; Wang et al., 2008; Upton et al., 2012). There are several proteins associated with cytoplasmic DNA sensing that are also associated with DNA repair in the nucleus. DNA-dependent protein kinase (DNA-PK), Ku70, Ku80, meiotic recombination 11, and Rad50 all function in the cellular response to double-strand DNA breaks but have also been described as essential for innate immune DNA sensing (Zhang et al., 2011a; Ferguson et al., 2012; Kondo et al., 2013; Roth et al., 2014). Another enzyme with a well-established nuclear function is RNA-polymerase III (RNA-polIII). RNA-polIII is responsible for the transcription of small RNAs but can also function as a DNA sensor in the cytoplasm by transcribing AT-rich DNA into RNA that then acts as a RIG-I ligand (Ablasser et al., 2009; Chiu et al., 2009). More recently came the discovery of an enzyme that catalyzes the production of a cyclic-dinucleotide second messenger, cGAMP-synthase (cGAS) that drives innate immune responses to cytoplasmic DNA and certain viruses (Sun et al., 2013). The second messenger cGAMP binds directly to an adaptor protein stimulator of interferon genes (STING) to stimulate IFN-I production (Ishikawa and Barber, 2008; Ablasser et al., 2013a). A second molecule, and also a member of the DEExD/H box helicase family, DDx41, has been found to act in concert with STING as a protein that can bind DNA and cyclic dinucleotides to activate IFN-I production in DCs (Zhang et al., 2011c; Parvatiyar et al., 2012).

B. Structural Biology of Cytoplasmic Nucleic Acid Sensors

Members of both the RNA and DNA sensors have proven receptive to structural studies, and these have been informative in developing a mechanistic understanding of the mode of ligand detection and receptor activation. RIG-I contains a helicase domain, two CARDs, and a C-terminal domain (CTD) that are all required for RNA binding and signaling complex-formation. Structures of RIG-I from several groups in ligand-free and bound states have provided insights into the mechanism of receptor activation and the mode of RNA ligand binding (Lu et al., 2010; Wang et al., 2010; Civril et al., 2011; Jiang et al., 2011; Kowalinski et al., 2011; Luo et al., 2011) (Fig. 7). In the absence of ligand RIG-I adopts a relatively open structure in which the tandem CARDs interact with the α-helical helicase domain forming the basis of receptor autoinhibition (Kowalinski et al., 2011; Luo et al., 2011). Mutating Phe540 within this interface results in constitutive activation of RIG-I and presumably works as a mechanistic mirror of the conformational change that occurs upon ligand binding to the CTD and the subsequent release of the tandem CARDs (Kowalinski et al., 2011). The E3 ubiquitin ligase TRIM25 mediates K63-linked ubiquitination of the RIG-I CARDs that facilitates their tetramerization and the formation of a so-called "lock-washer" structure that serves as a scaffold for interaction with the CARDs of MAVS (mitochondrial antiviral-signaling protein) to initiate downstream signaling (Peisley et al., 2014) (Fig. 7). Although the minimum length of RNA bound by a single RIG-I molecule is only 10–15 RNA bases, RIG-I and MDA5 molecules can cooperatively interact to bind sequentially along longer RNA strands (Binder et al., 2011; Peisley et al., 2011). Both the RIG-I and MAVS CARDs have been shown to be capable of forming filamentous structures, and a recent structural analysis proposes that the RIG-I CARDs serve as a nucleator for filament formation by the MAVS CARD (Peisley et al., 2011, 2013; Wu et al., 2014) (Figs. 3 and 7). This process is analogous to that seen with the AIM2 or NLRP3 PYD and ASC (Lu et al., 2014).

Activation of AIM2 and IFI16 by dsDNA involves direct interaction between the ligand and the HIN domain of the receptors (Fig. 8). Interestingly in structures of these complexes short DNA sequences are lined up along the binding surfaces to potentially mimic a longer sequence and recreate the presence of major and minor grooves (Jin et al., 2012; Ru et al., 2013). This suggests a mechanism for the oligomerization of the receptors during signaling. The linear arrangement of molecules is also important for inhibition of AIM2 signaling in the mouse via the action of the protein p202. Although p202 competes with AIM2 to bind DNA, it arranges its HIN domains in a different orientation to AIM2 and could feasibly intercalate into the minor groove of AIM2-bound DNA to inhibit subsequent AIM2 oligomerization and inflammasome formation (Ru et al., 2013).

Cytosolic DNA is also recognized by cGAS. The precise stoichiometry of the interaction is under debate; however, structural studies have shown that DNA binding
occurs on the protein surface and results in a significant conformational change to the adjacent cGAS activation loop. The conformational change occurs only with B-form DNA and results in a rearrangement of the active site of cGAS and leads to the production of the second messenger cGAMP, which then acts as a ligand for downstream signaling (Civril et al., 2013; Gao et al., 2013b; Kato et al., 2013; Kranzusch et al., 2013; Zhang et al., 2014b).

C. Activation and Signal Transduction of the Cytoplasmic Nucleic Acid Sensors

1. RNA Sensors.
   a. Retinoic acid inducible gene I. RIG-I was first described as a PRR in 2004 when its ability to sense RNA and the RNA viruses Newcastle disease virus and vesicular stomatitis virus was discovered (Yoneyama et al., 2004). RIG-I’s role in host defense against infection has been unequivocally confirmed using both knockout mouse models and siRNA experiments in human cells. RIG-I-deficient mice are highly susceptible to numerous, although not all, RNA virus infections as well as some intracellular bacteria (summarized in Goubau et al., 2013) and are defective in cytokine and IFN-I production in response to RNA and synthetic RNA analogs (Kato et al., 2006).

   Because RIG-I is such a critical PRR for antiviral host defense and one of the earliest intracellular NAs to be discovered there has been significant work in understanding the structural, biochemical, and cellular basis for RIG-I activation and signaling. Analysis of RIG-I ligand binding has revealed a unique characteristic of this PRR that allows it to discriminate between foreign and self-RNAs. RIG-I binds small double-stranded RNAs (dsRNAs) that contain either a 5′-triphosphate motif (Hornung et al., 2006; Pichlmair et al., 2006; Goubau et al., 2013) (Fig. 7) or, as has been recently postulated, a 5′-diphosphate (Goubau et al., 2014), but such RNA species are not normally present in mammalian cells thanks to RNA end capping. RIG-I contains a deep binding pocket in its CTD that allows the 5′′-triphosphate dsRNA ligand to bind and make extensive contacts with its receptor. This binding, in combination with ATP hydrolysis by the helicase domain

Fig. 7. RLR domains and signaling. Recent structures of domains in RLR signaling are combined here to present the mechanisms involved. Cartoon schematics adjacent to the structures show domain associations and movements in equivalent colors. (A) Structure of RIG-I before RNA binding. RIG-I C-terminal domain (red, PDB ID 4A2X) recognizes 5′-triphosphate RNA (blue and green atoms) to engage with open form (PDB ID 4A2W) of the helicase (yellow, green, cyan) and associated N-terminal CARD domains (violet and blue). (B) RIG-I with pppRNA engaged. RNA association with helicase domains (PDB ID 3TMI) leads to displacement of CARD domains (modeled from PDB ID 4A2W, linker shown as dotted line). (C) Association of CARD domains and ubiquitin binding. Top view of the CARD domain tetramer (PDB ID 4NQK, violet and blue with other 3 copies gray shades) with associated ubiquitin molecules (green). The tetramer has a right-handed helical twist, down going clockwise. (D) Interaction with MAVS CARD domains (PDB ID 4P4H). Side view of the RIG-I CARD domain tetramer (violet, blue) with associated ubiquitin chains (green). Four MAVS CARD domains (yellow/orange) associate with the top surface. (E) Schematic view of signaling. Full-length MAVS is associated with the outer mitochondrial membrane (transmembrane helix in gray) and association with RIG-I cards propagates assembly of MAVS and TRAF signaling.
(Gee et al., 2008), allows gross structural changes in RIG-I, freeing the CARDs and initiating the next steps of the pathway (Jiang et al., 2011; Kowalinski et al., 2011; Luo et al., 2011; Peisley et al., 2014).

After dsRNA binding, interaction of RIG-I CARDs with the CARD of mitochondrion-resident adaptor protein MAVS allows further recruitment of signaling molecules. Formation of multiprotein complexes that include the adaptors TRAF2, -3, and -6 results in activation of a series of kinases that, in turn, switch on inflammatory transcription factors (Kowalinski et al., 2011; Goubau et al., 2013; Peisley et al., 2014). Both RIG-I and MAVS have been shown to form long filaments, at least in vitro, that are required for signaling activity (Patel et al., 2013; Peisley et al., 2013, 2014). The formation of these filaments is CARD dependent and full activation of signaling also involves binding to both K63-ubiquitin chains as well as covalent ubiquitin modifications by tripartite motif containing 25 and possibly other E3 ligases (Hou et al., 2011; Jiang et al., 2012; Peisley et al., 2013, 2014).

b. Melanoma differentiation associated antigen 5. MDA5 is also cytoplasmic, functions to sense foreign RNA, consists of similar protein domains to RIG-I, and activates almost identical downstream signaling pathways. The major difference between RIG-I and MDA5 is that different RNA ligands activate these functionally similar proteins. RIG-I binds directly to small 3’-triphosphate dsRNA ends, whereas MDA5 shows a preference for long dsRNA species, allowing the functions of MDA5 and RIG-I to be nonredundant for pathogen sensing (Kato et al., 2006; Pichlmair et al., 2009; Loo and Gale, 2011). As with RIG-I, MDA5 is critical for the initiation of antiviral immune responses and is especially critical for the recognition of picornaviruses but also other RNA viruses (Kato et al., 2006; Feng et al., 2012; Goubau et al., 2013). There are both overlapping and independent sets of pathogens that can be sensed by MDA5 and RIG-I, consistent with the RNA ligands that activate these two receptors being distinct species. The consensus for viruses is that negative-stranded RNA viruses signal through RIG-I and positive-stranded viruses signal through MDA5 (Kato et al., 2006; Loo and Gale, 2011; Goubau et al., 2013). Each pathogen may produce RNA species that activates one or the other or both receptors to induce interferon production. Indeed certain large DNA viruses, such as vaccinia virus, are also detected by RNA sensors because they produce dsRNA during infection (Delaloye et al., 2009; Goubau et al., 2013). Unlike RIG-I, however, the precise RNA ligands that activate MDA5 during virus infection are less well characterized. Evidence suggests that the activation of MDA5 requires the formation of filament structures that can form along the length of a long dsRNA and that long dsRNA/MDA5 complexes are then stable enough to activate downstream signaling (Peisley et al., 2011; Wu et al., 2013a). The precise mode of self/non-self-discrimination by MDA5 is unclear, however, because there is additional evidence showing that RNAs with 2’-O-methylated 5’ caps can activate MDA5, suggesting specific modifications may be required and not only RNA length (Züst et al., 2011). After activation, the CARDs of MDA5 interact with the CARD of MAVS, and hence, activate the same range of transcription factors as RIG-I.

c. Laboratory of genetics and physiology 2. The function of LGP2 is more enigmatic than RIG-I or MDA5, and whether it is a bona fide PRR is unclear. LGP2 also contains a helicase domain and a CTD but lacks the CARDs present in the other RLR family members (Rothenfusser et al., 2005; Yoneyama et al., 2005). Initial data indicated that LGP2 is a negative regulator of RLR signaling and may act by sequestration of RNA away from the other RLRs, consistent with its ability to bind RNA but its lack of CARDs (Rothenfusser et al., 2005; Yoneyama et al., 2005). Later information from LGP2 knockout mice and cells showed that the situation is more complex than initially thought. The physiologic function of LGP2 appears to be cell-type dependent and also may vary depending on the level of expression of the protein (Kato et al., 2006; Komuro and Horvath, 2006; Satoh et al., 2010; Childs et al., 2013; Rodriguez et al., 2014). Further analysis is required for the complete understanding of the LGP2 as a modulator of MDA5, possibly RIG-I, and how its ability to bind RNA activates its physiologic functions.

d. DEAD (Asp-Glu-Ala-Asp) box helicase 1, 21, and 36. Although not RLRs, these three proteins are
members of the DEAd/H-box helicase family and have been reported to act as a complex in dendritic cells capable of activating IRF3 and NFκB signaling in response to foreign RNA (Zhang et al., 2011b). This proposed RNA-sensing pathway was shown to act via the signaling adaptor TRIF acting in a complex with MAVS to stimulate IFN-I production (Zhang et al., 2011b). How this protein complex affects the innate immune response to pathogens in vivo will be interesting to understand.

c. RNA inflammasomes. Beyond the function of RNA PRRs that drive the transcription of interferons and inflammatory cytokines, there are several proteins that have been shown to act as inflammasomes activating RNA-dependent caspase-1/11 cleavage and secretion and inflammatory cytokines, there are several proteins that have been shown to act as an inflammasome scaffold for the detection of RNA and secretion of IL-1β and IL-18. Although it is clear that RNA can activate inflammasomes and that this response can be crucial for host defense against RNA pathogens, the PRRs involved remain somewhat unclear. NLRP3 responds to multiple stimuli and can be activated by foreign RNA, although not via direct binding (Allen et al., 2009; Thomas et al., 2009; Ichinohe et al., 2010; Rajan et al., 2011). The identification of DHX33, a DEAd/H-box helicase, that can bind viral and bacterial dsRNA and activate the canonical NLRP3 inflammasome pathway goes someway to explaining these original observations (Mitoma et al., 2013). However, a further pathway has also been described whereby RIG-I can itself act as an inflammasome scaffold for the detection of RNA and secretion of IL-1β (Poell et al., 2010). Further characterization is required to dissect the physiologic functions of these RNA inflammasomes in response to pathogens.

2. DNA Sensors. Despite historic links between DNA and inflammation, the initial mechanistic information to link the two came from studies of TLR9 and its ability to sense hypomethylated CpG DNA, a predominantly bacterial ligand (Hemmi et al., 2000). However, later studies, particularly from DNase II knockout mice and from the use of CpG-free DNA ligands, uncovered a second, TLR9-independent pathway of DNA sensing that is present in the cytoplasm rather than endosomes or plasma membranes (Kawane et al., 2014). DNase II–deficient mice die in utero of massive hepatocyte apoptosis driven by excessive levels of IFNβ (Yoshida et al., 2005; Kawane et al., 2006). This phenotype was shown to be dependent on a build-up of DNA and the presence of the interferon receptor (Yoshida et al., 2005). Later work showed that the production of IFNβ by DNA that lacks CpG motifs is driven by a cytoplasmic pathway that activates IRF3 and NFκB and is dependent on an endoplasmic reticulum–resident protein, STING (Stetson and Medzhitov, 2006; Ishikawa and Barber, 2008; Zhong et al., 2008). Cells lacking STING, the kinase TBK1, or IRF3 are defective in IFNβ production in response to cytoplasmic DNA (Ishii et al., 2006; Stetson and Medzhitov, 2006; Ishikawa and Barber, 2008), and crossing the STING knockout mouse with the DNaseII knockout resulted in rescue of the embryonic lethality of these mice (Ahn et al., 2012). STING null cells are also defective in responding to intracellular DNA-containing pathogens, such as DNA viruses (Ishikawa et al., 2009b), intracellular bacteria like *L. monocytogenes* (Sauer et al., 2011b), and certain parasites, such as *Plasmodium sp.* (Sharma et al., 2011). As with RNA sensing, the ability to detect and respond to intracellular DNA is especially critical for the production of interferons, cytokines, and chemokines in response to DNA virus infection. Indeed, STING knockout mice are highly susceptible to infection with, for example, herpes viruses (Ishikawa et al., 2009b). Signaling downstream of STING involves engagement of TBK1 and subsequent recruitment and activation of IRF3 to the C-terminal region of STING (Tanaka and Chen, 2012). TBK1 can also activate NFκB in this context, allowing the full range of IFN-I and cytokines to be produced by intracellular DNA detection (Abe and Barber, 2014). After the establishment of a TLR-independent intracellular DNA sensing pathway there followed a gold rush for the elusive PRRs that could activate the STING-dependent signaling pathway. A number of candidates have since been put forward as cytoplasmic DNA sensors.

a. DNA-dependent activator of interferons. DAI/Z-DNA binding protein 1 was discovered as an interferon-stimulated gene (ISG) capable of sensing DNA and initiating an IFN3-dependent response in murine fibroblasts (Takaoka et al., 2007). These initial observations were carried out in specific cell lines where DAI had been knocked down by siRNA. Later work, however, using a knockout mouse and including a range of primary cell types, indicated that the production of IFN-I was not affected by loss of DAI and suggested redundancy in the DNA sensing systems (Ishii et al., 2008; Lippmann et al., 2008; Wang et al., 2008). Further observations showed that DAI is only present at a very low level, if at all, in most cell types in vivo and that to function it is required to be upregulated by an initial wave of IFN-I. These observations gave rise to the theory of primary or sentinel sensors, whose function may be enhanced by the presence of secondary sensors. DAI may therefore exist as a secondary sensor, a backup system that is part of the antiviral state initiated by IFN-I production. Another possibility is that DAI recognizes specific DNA ligands that have yet to be fully identified that may include specific sequences of Z-DNA, although the physiologic context of this remains unknown. Alternatively, DAI may not function in vivo as a DNA PRR that activates IRF-3 but may be involved in the initiation of receptor-interacting kinase-dependent NFκB activation and necroptosis (Kaiser et al., 2008; Rebsamen et al., 2009; Upton et al., 2012).

b. RNA-polymerase III. RNA-pol III was identified in two independent studies as a DNA PRR that functions by providing RNA ligands for RIG-I. Transcription of AT rich DNA by RNA-pol III into dsRNA in the cytoplasm leads to RIG-I–dependent IFNβ production (Ablasser
et al., 2009; Chiu et al., 2009). However, the DNA ligand used in this discovery was poly(dA:dT), a very specific form of synthetic DNA, and the only cell type in which this pathway has been shown to function is HEK293, which are probably neuroepithelial in origin (Shaw et al., 2002). As such a physiologic function of RNA-polyII–dependent DNA sensing has yet to be defined (Unterholzner, 2013).

c. γ-Interferon–inducible protein 16. IFI16’s function in DNA sensing was initially described in macrophages where it contributes to IFN-1 production in response to cytosolic DNA and HSV-1 infection (Unterholzner et al., 2010). Further analysis of this response indicated its importance in the detection of HSV-1 and its ability to sense the cDNA intermediates of retrovirus replication (Paludan et al., 2011; Jakobsen et al., 2013; Monroe et al., 2014). IFI16 can activate IRF3 and NFκB-dependent signaling downstream of synthetic and viral dsDNA (Unterholzner et al., 2010) and functions via the HIN200 domain binding to DNA (Jin et al., 2012) (Fig. 8) and forming filaments along the length of the DNA molecule in a manner dependent on the PYRIN domain (Jin et al., 2012; Morrone et al., 2014). The signaling mechanism initiated by IFI16 binding DNA is unclear and may involve transcriptional regulation at multiple levels (Thompson et al., 2014). IFI16 is present in the nucleus where it also functions in DNA repair and p53-dependent stress responses, suggesting it may function as a nuclear DNA PRR (Johnstone et al., 2000; Aglipay et al., 2003). Indeed some evidence indicates IFI16 can detect HSV-1 genomes in the nucleus before shuttling to the cytoplasm in a manner dependent on acetylation to activate STING-dependent signaling (Li et al., 2012a; Orzalli et al., 2012). Dissecting the precise physiologic functions of IFI16 in vivo is complicated by large differences in the PHIN family gene locus between humans and other mammals, particularly mice where this locus has undergone a large expansion to include at least twice as many genes with overlapping functions (Brunette et al., 2012; Cridland et al., 2012).

d. Absent in melanoma-2. The ALR AIM-2 is a second member of the PHIN family of proteins that functions as a DNA PRR. Unlike IFI16, AIM-2 is not implicated in IFN-1 production but rather activates inflammasome-dependent IL-1β production (Bürckstümmer et al., 2000; Aglipay et al., 2003). Indeed, some evidence indicates IFI16 can detect HSV-1 genomes in the nucleus before shuttling to the cytoplasm in a manner dependent on acetylation to activate STING-dependent signaling (Li et al., 2012a; Orzalli et al., 2012). Dissecting the precise physiologic functions of IFI16 in vivo is complicated by large differences in the PHIN family gene locus between humans and other mammals, particularly mice where this locus has undergone a large expansion to include at least twice as many genes with overlapping functions (Brunette et al., 2012; Cridland et al., 2012).
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f. cGAMP-synthase. cGAS was identified more recently as a cytoplasmic enzyme that can detect and respond to foreign DNA and activate the IRF-dependent production of IFNβ (Sun et al., 2013). DNA binding induces activation of cGAS and results in its production in a cyclic dinucleotide 2′3′-cGAMP (cyclic [G(2′,5′)pA (3′,5′)p]) (Ablasser et al., 2013a; Diner et al., 2013; Wu et al., 2013b; Zhang et al., 2013), a second messenger that binds to a dimer of STING (Huang et al., 2012; Ouyang et al., 2012; Shang et al., 2012; Shu et al., 2012). cGAMP binding alters the conformation of STING in a manner that initiates downstream signaling and is coincident with the relocation of STING to a currently unidentified membranous compartment (Ishikawa and Barber, 2008). cGAS has been shown to be essential for DNA-dependent IFN-I production in various murine and human cell types (Li et al., 2013b; Sun et al., 2013) and for the sensing of HSV-1 viruses in vivo (Li et al., 2013b) as well as retroviruses including HIV (Gao et al., 2013a; Lahaye et al., 2013). One intriguing aspect of this discovery is that other dinucleotides of bacterial rather than host cell origin, such as cyclic-di-GMP, can also activate STING, indicating a broader role for STING in sensing intracellular bacteria (McWhirter et al., 2009; Burdette et al., 2011; Jin et al., 2011; Diner et al., 2013; Gao et al., 2013b) and perhaps cGAS as evolutionary adaptation, co-opting the STING pathway (Wu et al., 2014). The structure of cGAS, solved independently by several groups, revealed a structure similar to the 2′-5′-oligoadenylate synthetase family of antiviral nucleotidytransferases that belong to the ISG group and suggests this family has a conserved function in cell intrinsic immunity (Civril et al., 2013; Kranzusch et al., 2013; Li et al., 2013a; Hornung et al., 2014; Zhang et al., 2014b). cGAS itself is an ISG and its function in
antiviral immunity was discovered independently in broad screen of the antiviral activities of ISGs (Schoggins et al., 2011). Interestingly, in a follow up study cGAS was shown to antagonize certain RNA viruses, indicating other functions for this enzyme in antiviral immunity (Schoggins et al., 2014). The discovery of a unique enzyme with antiviral properties that produces a second messenger that can act with defined mechanism to induce IFN-I production provides several points for potential pharmacological exploitation.

g. DEAD (Asp-Glu-Ala-Asp) box helicase 41. A member of the DEXDc family of DExD/H-box helicases that functions in DCs, DDX41 binds both DNA and bacterial cyclic-dinucleotides to activate STING-dependent IFN-I production (Zhang et al., 2011c; Parvatiyar et al., 2012). The ability of DDX41 to sense foreign DNA is associated with HSV-1 sensing (Zhang et al., 2011c), whereas its direct binding to cyclic-di-AMP or cyclic-di-GMP is linked to detection of L. monocytogenes (Parvatiyar et al., 2012). DDX41 was shown to exist in the same subcellular compartment as STING, and the two proteins may interact directly (Zhang et al., 2011c). The identification of a second cyclic-dinucleotide binding protein in the STING-dependent pathway raises some interesting questions about the functions of these two proteins, particularly given that STING has also been shown to bind DNA directly (Abe et al., 2013). Further work is required to understand the interplay and physiologic functions of these two proteins that are able to bind DNA and nucleotide second messengers as well as each other to assist pathogen sensing by DCs.

A selection of other cytoplasmic proteins has been linked with DNA sensing in various systems. These include leucine-rich repeat (in FLII) interacting protein 1, a leucine-rich repeat-containing protein that can bind DNA and RNA in the cytoplasm and activate a β-catenin-dependent IFNβ production (Yang et al., 2010), and meiotic recombination 11 and RAD50, two proteins that function in the double strand DNA repair that may also function in innate sensing of DNA to activate IRF3 and NFκB, respectively (Kondo et al., 2013; Roth et al., 2014); high mobility group box proteins and LSM14A, SCD6 homolog A, may also assist in the sensing of intracellular NAs but in a manner that is less well understood (Yanai et al., 2009; Li et al., 2012b).

D. Cytoplasmic Nucleic Acid Sensor Mutations and Disease

There is a strong connection between polymorphism in genes associated with host defense and autoimmunity and the RLRs are no exception, particularly for Mda5. Several independent screens identified Mda5 polymorphisms associated with type I diabetes (Smyth et al., 2006; Concannon et al., 2008; Liu et al., 2009; Nejentsev et al., 2009). Mechanistically, it has been suggested that loss of functional MDA5 allows pancreatic islet damage by β-cell tropic viruses, although this remains to be proven (Loo and Gale, 2011; McCartney et al., 2011). On the other hand, gain of function MDA5 missense polymorphisms have also been found associated with a type I interferonopathy, Aicardi-Goutieres syndrome (AGS) (Rice et al., 2014). AGS is caused by type I interferon that can be produced as a direct result of a buildup of intracellular DNA (Behrendt and Roers, 2014), but the discovery of Mda5 alleles that can also initiate this disease indicates a general association with hyperactive intracellular nucleic acid sensing. Such a gain of function may confer enhanced protection against specific pathogens by driving a more rapid host innate immune response, the trade-off being enhanced susceptibility to autoimmune disease. Indeed, several of the patients in the study by Rice et al. (2014) show clinical signs of SLE, an observation confirmed by other studies of different Mda5 polymorphisms (Cen et al., 2013; Funabiki et al., 2014). Mda5 then has a clear and interesting association with autoimmunity and provides a useful example of how different selective pressures can affect both the provision of an appropriate inflammatory response to infection and the maintenance of tissue homeostasis. On the other hand, although numerous RigI polymorphisms in the human genome are present in SNP databases, only one common variant (R7C, >5% prevalence) is reported, and the functional consequence of this alteration is unclear, having different effects in different experimental systems. Loss-of-function missense polymorphisms appear to exist in the RigI gene, although these appear rare and have not to date been associated with disease susceptibility (Pothlichet et al., 2009; Shigemoto et al., 2009; Hu et al., 2010).

Innate immune DNA sensing is heavily associated with AGS and SLE. AGS is directly caused by mutations in proteins that control nucleic acid levels and quality. Disease-causing allelic variants in three prime repair exonuclease 1, ribonuclease H2 (subunits A, B, or C), SAM domain, and HD domain-containing protein 1, or RNA-specific adenosine deaminase are identified in approximately 90% of individuals with AGS (Behrendt and Roers, 2014). For example, one function of three prime repair exonuclease is to digest unwanted cytoplasmic DNA, acting as a negative regulator of innate immune DNA sensing and helping to set a threshold for DNA-triggered type 1 interferon production. Patients lacking the ability to successfully clear excess DNA trigger cytoplasmic nucleic acid sensing PRRs causing the devastating AGS pathology (Crow et al., 2006). In a similar vein, DNA-PK, and particularly Ku70/80, have a long-held association with SLE as one of the archetypical SLE autoantibodies present in SLE patients are against the Ku proteins (Reeves, 1992; Satoh et al., 1996). Several polymorphisms in the Ifi16 gene are associated with SLE and, in addition, IFI16 autoantibodies are present in the sera of some SLE patients (Seeilig et al., 1994; Mondini et al., 2007; Kimkong et al., 2010). Although the molecular mechanisms that link DNA sensing with SLE are enigmatic, this is an active area of current research.
V. Pharmacological Manipulation of Pattern Recognition Receptors

The close association of PRRs with human disease, particularly chronic inflammatory disorders, makes them an ideal candidate for direct pharmacological targeting. Drugs with PRR specificity make an attractive proposition in terms of providing disease-specific treatments, potentially reducing treatment costs by replacing antibody-based anti-inflammatory treatments, and reducing the repertoire of side effects that can result from broad-spectrum anti-inflammatory therapies. For example, although glucocorticosteroids, IL-1R antagonists, and anti-TNF treatments can all produce clinical remission across a range of inflammatory disorders, they can also induce widespread immunosuppression and an increased susceptibility to infection.

There are, however, challenges with developing novel pharmaceuticals that target PRRs. Classic quantitative pharmacology studies, such as binding data, are in their infancy in PRR biology. Many of the ligands that bind TLRs are molecules made by pathogens that are often contaminated with other pathogen molecules. Synthetic ligands are often complex molecules, for example lipid A, that can have high levels of nonspecific binding or make label attachment challenging. Successful protein expression of PRRs is difficult and often results in low yields that restrict the cost effectiveness of large-scale screening using techniques such as surface plasmon resonance. For many of the NLRs the ligands remain unknown. Much data have been generated from functional studies, but ligand dose response analysis is often not performed. TLR activation, for example, generally gives sharp concentration-dependent response curves as expected if oligomeric signaling complexes are formed, because dose relationships would be expected to be nonlinear with increasing ligand concentration. The lack of quantitative data also makes drug classification difficult especially for ligands with submaximal activation of PRRs. Does submaximal activation of a PRR by a ligand in a population of cells suggest the compound is a partial agonist or that not all the cells in a population have responded such that a reduced response will occur? Application of quantitative pharmacological and single cell analysis techniques to PRR biology should become more feasible as protein expression and image analysis techniques are optimized.

Nevertheless there are many drugs targeting PRRs under development to treat a range of human diseases. These include novel adjuvants, anticancer treatments, immunotherapeutic agents, and drugs targeting chronic respiratory diseases (O’Neill et al., 2009; Connolly and O’Neill, 2012). Although few are currently approved for use in patients, those that are in successful clinical use include Imiquimod (3M Pharmaceuticals), a TLR7 agonist used for the treatment of genital warts (Hemmi et al., 2002), and the vaccine adjuvants monophosphoryl lipid A (a TLR4 partial agonist) and alum (a proposed NLRP3 agonist) (Rappuoli et al., 2011).

To date, particular focus has been placed on the manipulation of TLR signaling with a number of therapeutic compounds targeting TLRs 4 and 2 entering clinical trials. The TLR4 antagonist (Eritoran; Eisai Co., Tokyo, Japan), however, failed to show efficacy in phase III clinical trials to treat sepsis, but another AV411 (Ibudilast; MediciNova Inc, La Jolla, CA) is being developed for neuropathic pain relief because opioids may induce proinflammatory effects through activation of TLR4 (Tanga et al., 2005; Connolly and O’Neill, 2012). It is controversial, however, as to whether opioids bind directly to MD2/TLR4 or whether modulation of TLR4 signaling pathways occurs through an indirect mechanism (Wang et al., 2012; Zwicker et al., 2014). Similarly, the classic opioid antagonists naloxone and naltrexone have been reported to antagonize TLR4 in some studies yet have no effect in others (Watkins et al., 2009; Skolnick et al., 2014).

TAK 242 (Resatorvid; Takeda Pharmaceutical Company Ltd, Deerfield, IL), a small molecule inhibitor of TLR4 that binds to Cys747 in the TLR4-TIR domain (Takashima et al., 2009), also failed in sepsis clinical trials, highlighting the complexity of targeting these signaling pathways for disease treatments. OPN305, developed by Oposa Therapeutics (Dublin, Ireland), a humanized anti-TRL2 monoclonal antibody that blocks TLR2, is in clinical trials for use in ischemia/reperfusion injuries (cardiac, renal, and organ transplantation) (Connolly and O’Neill, 2012; Navi et al., 2013). SMP105 (Dainippon Sumitomo Pharma, Tokyo, Japan), a TLR2 agonist, enhanced levels of cytotoxic T lymphocytes and IFN-producing cells to reduce tumor growth in mouse cancer models and is currently being investigated as an anticancer agent (Connolly and O’Neill, 2012).

The clinical success of Imiquimod has led to the production of other compounds targeting TLRs 7 and 8. Resiquimod (R-848; TLR7 and TLR8 agonist) showed a lack of efficacy in phase III trials, whereas 852A, a TLR7 agonist, is under study for use in cancer patients for its stimulatory effects on plasmacytoid dendritic cells. Another TLR7 agonist, ANA773, is being developed for the treatment of patients with chronic HCV infection and cancer (Connolly and O’Neill, 2012).

TLRs are also being investigated as treatment targets for allergy, partly due to the ability of receptors such as TLR7 to shift the balance of immune responses from Th2 to Th1 in the asthmatic airway (Drake et al., 2012). VTX1463, a TLR8 agonist, has similar immunomodulatory properties and is in development for the treatment of allergic rhinitis. Similarly, synthetic TLR9 agonists [AVE0675, SAR21609 (Sanofi-Aventis/Coley Pharmaceuticals, Bridgewater, NJ), QAX935 (Idera Pharmaceuticals, Cambridge, MA)] are also in development for treatment of allergic diseases. Meanwhile, Pollinex Quattro (Allergy Therapeutics, West Sussex, UK), a combination of the classic adjuvant monophosphoryl lipid A and the
allergen ragweed pollen extract, is being trailed for the treatment of seasonal allergic rhinitis (Connolly and O’Neill, 2012).

TLR9 agonists (Dynavax; Idera Pharmaceuticals) are being developed as cancer therapeutics, adjuvants, and antiviral agents as well as for the treatment of steroid-resistant ulcerative colitis (InDex Pharmaceuticals, Stockholm, Sweden). Antagonists of TLR7, 8, and 9 (Dynavax; Idera Pharmaceuticals) are in trials for use in chronic inflammatory (psoriasis) and SLE diseases (Connolly and O’Neill, 2012). The similarity in ligand specificity between TLR7, TLR8, and to a lesser extent TLR9, means that care has to be taken in the evaluation of potential agonists and antagonists. Use of knockout cells is crucial to ensure specific, and not redundant, activation of signaling pathways, and the improved availability of recombinant receptors will assist in the more accurate determination of binding specificity, interaction affinity, and binding site location. Rintatolimod (Hemispherix Biopharma, Philadelphia, PA), a synthetic TLR3 agonist, is being developed for the treatment of a range of disorders including chronic fatigue syndrome, hepatitis, human papilloma virus, HIV, influenza, and cancer. TLR5 agonists (CBLB502, VAX102) are being developed for ischemia/reperfusion injury, cancer, and as flu vaccine adjuvants (Connolly and O’Neill, 2012).

The NLRs are also being looked at as possible targets for the development of new vaccine adjuvants. NOD2 responds to stimulation with the commonly used research vaccine complete Freunds adjuvant, and NLRP3 has been proposed to respond to alum, an adjuvant widely used in licensed human vaccines (Eisenbarth et al., 2008; Hornung et al., 2008; Li et al., 2008; Magalhaes et al., 2008; Sharp et al., 2009). Although MDP has long been known to be the active component of complete Freund’s adjuvant, it was only recently shown that its functionality as an adjuvant is NOD2 dependent (Magalhaes et al., 2008). The molecular basis by which alum works as an adjuvant via NLRP3 is currently unknown, but it may be connected to the production and adjuvant-like activity of IL-1b (Staruch and Wood, 1983; Higgins and Mills, 2010). However, there is controversy as to whether alum does indeed specifically activate NLRP3 or whether this is simply an accessory effect (Oleszycka and Lavelle, 2014). Recently it was proposed that alum may actually function by stimulating DNA release from dying cells and thereby exert its adjuvant activity via indirect stimulation of nucleic acid sensing PRRs (Marichal et al., 2011). Deliberate and controlled activation of NOD2 and inflammasome-mediated IL-1b production is an attractive property for new adjuvants and has the potential to develop into a highly productive area of deliberative pharmacological manipulation of the immune system.

The endocytic function of CLR’s provides potential for them to be used therapeutically to target antigens to antigen presenting cells. Several studies have examined this, and targeting an antigen to DCs via DEC-205 or the mannose receptor has been shown to result in cross-presentation of the antigen to CD8+ T cells in addition to the CD4+ T cell responses that are observed without specifically targeting the antigen via a CLR. NY-ESO-1, a cancer testis antigen that is widely used in cancer vaccine clinical trials, was fused to human antibodies to DEC-205 and the mannose receptor. Both of these products induced CD4 and CD8 T-cell responses (Tsujii et al., 2011). Phase I and phase II clinical trials are currently underway to examine the effect of CDX-1401, a DEC-205/NY-ESO-1 fusion protein (Celdex Therapeutics, Hampton, NJ) in patients with different cancers (melanoma, lung cancer, colorectal cancer). Another beta-1,3/1,6-glucan preparation, MacroForce plus IP6 (ImmuDyne, Florence, KY) has also been used in a Phase I/II clinical trial in patients with advanced malignancies.

Considering the more recent discovery of many of the intracellular sensors of nucleic acids, their application has yet to be fully investigated. However, the potential for therapeutic exploitation of these pathways is clear. First, RLR agonists such as short RNAs with 5’-triphosphates could make potential broad ranging antiviral therapies or vaccine adjuvants (Saito et al., 2008; Chakravarthy et al., 2010; Luke et al., 2011; Goulet et al., 2013; Martínez-Gil et al., 2013; Olagnier et al., 2014). Because DNA vaccination relies on the inflammation provided by intracellular DNA sensing pathways (Ishii et al., 2008; Ishikawa et al., 2009b), stimulation of intracellular DNA PRRs also provides a logical mechanism to improve DNA vaccines and to provide novel vaccine adjuvants in general. STING agonists such as cGAMP, 10-carboxymethyl-9-acridanone, and 5,6-dimethyl-9-oxo-9H-xanthen-4-yl-acetic acid may be promising in this area (Roberts et al., 2007; Cavlar et al., 2013; Li et al., 2013b).

VI. In Conclusion

PRRs are without question critical to the development, maintenance, and resolution of a wide range of
acute and chronic conditions. As our understanding of their molecular functionality continues to improve, we will not only come to understand how these receptors contribute to disease phenotypes but also develop ways to therapeutically target the signaling pathways to our own advantage. Whether this pharmacological manipulation will result in suppression or activation of a given pathway will entirely depend on the desired clinical outcome and we may well see the development of both agonist and antagonist molecules for the same target receptor. What we can be certain of is that PRRs will remain at the forefront of therapeutic research across a broad spectrum of diseases.
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